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Recent flat-panel displays have become increasingly complicated to facilitate multiple display func-
tions. In particular, the form of multilayered architectures for next-generation displays makes precise 
three-dimensional alignment of multiple panels a challenge. In this paper, a diffractive optical alignment 
marker is proposed to address the problem of three-dimensional alignment of distant dual panels beyond 
the depth-of-focus of a vision camera. The diffractive marker is effective to analyze the positional cor-
relation of distant dual panels. The possibility of diffractive alignment in multilayer display fabrication 
is testified with numerical simulation and a proof-of-concept experiment.
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I. INTRODUCTION

In recent decades, multilayered display technology has 
rapidly advanced for multifunctional flat-panel display 
(FPD) products [1, 2]. Commercialized FPD products now 
offer a multi-functional display architecture by including 
additional layers such as a touch sensor sheet [3], a lenticu-
lar  lens sheet [4, 5], and a film-patterned retarder (FPR) 
[6, 7]. Along with this trend, precise panel alignment has 
become a crucial  issue  in display manufacturing [8–15]. 
Precise alignment and clear bonding of the multiple pan-
els is essential to achieve the intended performance of the 
multilayered displays [16–20]. In particular, the dual-layer 
FPD structure has recently been considered a candidate to 
achieve complex spatial light modulation (SLM) in the field 
of wave optics [21]. In order to modulate the wavefront of 
light more systematically, multilayer architectures with an 
extra degree of freedom are employed in SLMs. However, 
the pixel-to-pixel interconnection of multiple panels to 
achieve high efficiency in complex modulation is consid-
ered a challenge.

There are plural alignment approaches. One approach is 
the visual alignment of electrode patterns positioned at the 
same coordinates on the lower and upper panels [22]. An-
other approach involves irradiating the alignment film with 
ultraviolet rays whenever a panel layer is attached to the 
display [23] Recently, the use of photographic markers on 
each panel to align multiple panels using a vision camera 
has become popular [24]. However, a conventional vision 
camera cannot capture the in-focus images of two axially 
distant markers on the layered panels at the same time 
when the distance between the two panel plates surpasses 
the depth-of-focus (DOF) range of the vision camera. This 
makes it difficult to achieve accurate three-dimensional 
alignment of multiple panels in the conventional vision-
based alignment system.

In this paper, the problem of alignment of axially distant 
dual panels is investigated. To overcome the DOF limita-
tion in axial alignment, we propose a diffractive axial align-
ment method using a diffractive marker. The central idea 
is that a binary diffractive optical element (DOE) inscribed 
on the lower panel generates an in-focus marker image on 
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the upper panel. A vision camera with a focus on the upper 
panel can monitor the in-focus diffractive marker image 
of the lower panel and estimate the degree of alignment of 
two panels by comparing it to the normal marker image of 
the upper panel. The algorithm for estimating the relative 
lateral shift and rotation (counterclockwise direction) be-
tween two distant glass panels using the proposed diffrac-
tive marker presents proof-of-concept experimental results. 
For this, a binary DOE pattern is designed to be compatible 
with conventional glass-based display fabrication infra-
structure [25–29].

II. DESIGN OF DIFFRACTIVE  
ALIGNMENT SYSTEM

2.1.  Wave Optic Modeling of the Diffractive Alignment 
Process

Figure 1(a) presents the schematics of the proposed dif-
fractive alignment system for two distant display panels. 
Assume that a lower panel is placed on the x-y plane (z = 
0) and the upper panel is a finite distance above the lower 
panel, which is supposed to be orthogonal to the z-axis for 
simplicity. The inter-distance of two panels is assumed to 
be longer than the vision camera’s DOF. A binary DOE pat-
tern is designed [30] and fabricated on the lower panel to 
generate an in-focus diffraction marker image on the upper 
panel. The upper panel is engraved with a normal reference 
marker. The design is intended to enable the vision camera 
to monitor the normal reference marker of the upper panel 

and the diffractive marker of the lower panel at the same 
time. Thus, the camera focus of the vision camera is tuned 
to the surface of the upper panel. A divergent light wave 
illuminates  the DOE and the diffractive field propagates 
toward the positive z-direction to form a diffraction marker 
image. The complex light field at z = 0 is denoted by U(x, y; 
z = 0). The optical field distribution in the upper panel can 
be represented by the angular spectrum integral [26, 31],

( ) ( ) ( )( )� � � ��� �U x y z z A j x y z d dα β π α β γ α β
∞ ∞

−∞ −∞

′= = + +� � , (1)

where A(α , β ) is the angular spectrum of U(x, y; z = 0) 
given 

( ) ( ) ( )( )� � � � ��� �A U x y z j x y dxdyα β π α β
∞ ∞

−∞ −∞

= = − +� � . (2)

To reduce the DC and conjugate noise of the binary dif-
fractive marker in the upper panel, a divergent light source 
is employed, which spreads out the DC and conjugate terms 
and focuses only the signal component on the target region. 
The DOE should be optimized to synthesize the diffractive 
marker image under the divergent light source [31].

2.2. Design of Diffractive Optical Elements
In the registration and alignment process of two panels, 

two-step pre-processing illumination modes are needed, 
which is described in section 2.3. To design diffractive 
markers, the iterative Fourier transform algorithm (IFTA) 

FIG. 1. Diffractive alignment process. (a) Diffractive alignment system of two axially distant panels, (b) designed binary diffractive 
optical element (DOE) marker pattern, and (c) diffractive marker image observed in the upper panel.
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between U(x, y; z = 0) and U(x, y; z = z´) is implemented 
based on  the angular spectrum method (ASM) [32, 33]. 
In the ASM-based IFTA, a binary amplitude DOE is con-
strained to meet the minimum feature size (MFS) of the 
glass-based display fabrication infrastructure, which is 
supposed to be 1.5 μm. Since the Cu-patterning fabrication 
process with a minimum pitch of 3 μm is used to fabricate 
the experiment sample,  the binary DOE pattern was de-
signed with a resolution of 601 × 601 and a pixel pitch of 3 
μm, as shown in Fig. 1(b).

In the numerical simulation of the diffractive marker for-
mation process, a divergent light wave with a wavelength 
of 633 nm is incident to the DOE, and the diffractive light 
wave propagates  through a 548-μm-thick air layer and a 
280-μm-thick top glass layer to form a diffractive marker 
on the top surface of the upper panel. The in-focus dif-
fraction image of  the designed DOE is presented in Fig. 
1(c). This result satisfies the MFS constraint. It is seen that 
a highly focused thin-line cross edge image is obtained, 
which can be easily analyzed by the conventional edge-
detection algorithm.

2.3. Image Registration and Affine Transform
To estimate the alignment of the upper and lower panel 

diffractive markers separately, a two-step illumination se-
quence is employed. In the first illumination mode, only the 

top marker is detected by disabling the diffractive marker 
by using an incoherent extended light source that does not 
form any patterns while penetrating the DOE of the lower 
panel. While the diffractive marker in the lower panel is not 
visible, the vision system performs the edge detection of 
the upper panel marker. For the second mode, a divergent 
point light source was used for the edge detection of the 
holographic marker on the lower panel. This is because the 
divergent point light source can penetrate the DOE of the 
lower layer and form a holographic marker on the upper 
panel. The first illumination mode and the edge detection 
result of the upper marker are shown in Figs. 2(a)–2(c). The 
simulation assumes that the upper panel deviates 50 μm in 
the x-axis direction and 20 μm in the y-axis direction, and 
rotates by 3° in the counterclockwise direction from the ref-
erence position. The task of the second illumination mode 
of Fig. 2(d) is the recognition of the diffractive marker pat-
tern that indicates the position of the lower panel. The sharp 
crossed pattern offered by the DOE is overlapped with the 
upper panel marker as shown in Fig. 2(e). Since the upper 
panel marker pattern is detected at the first illumination 
mode, the single image of the diffractive marker pattern of 
Fig. 2(f) can be easily acquired by edge detection and the 
sequential subtraction of the upper panel marker pattern.

To estimate the degree of the alignment of the lower and 
upper markers, a 2D affine matrix is defined. The 2D affine 

  

 

      (a) (b) (c)

  

       (d) (e) (f)

FIG. 2. Two sequential illumination modes for detecting (a) the upper and (d) lower markers. Simulation results for the first 
illumination mode: (b) vision camera observation image and (c) its edge detection image. Simulation results for the second 
illumination mode: (e) vision camera observation image and (f) its edge detection image.
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matrix models the relative positional deviation between the 
two marker images by the form,

��� ��� �
��� ��� � �

�x y

A
d d

θ θ
θ θ

� �−
� �

= � �
� �
� �

, (3)

where θ  represents the rotation angle and dx and dy specify 

the displacement of two images along the x- and y-axes 
in pixels. Through the registration of the upper and lower 
markers, the 2D affine matrix is calculated and the informa-
tion for the lateral shift and rotation is extracted from this 
matrix. 

Figure 3(a) illustrates the estimation process for the rela-
tive shift and rotation of two panels using the affine matrix 
model. Figures 3(b) and 3(c) show the separate extraction 

FIG. 3. Registration for panel markers. (a) Flow chart for the lateral deviation estimation using the affine image registration 
algorithm. The edge detection images of (b) upper and (c) lower panel markers, and (d) the image registration result. (e) Traditional 
2D marker on the lower panel and (f) its observed image taken by the vision camera with a focus tuned to the upper panel. (g) The 
false registration results of the defocused lower marker image and the upper marker.

(a)

(b)

(e)

(c)

(f)

(d)

(g)
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of the upper and lower panel markers. The affine matrix 
transforms the upper marker image to the lower marker im-
age to constitute an overlapping image as in Fig. 3(d). The 
affine matrix of Eq. (3) is obtained for the simulation data 
of Figs. 3(b)–3(d) as

������ ������� �
������� ������ �
����� ����� �

A
−� �

� �= � �
� �− −� �

�� � � � � � � � � � � � � � � � � � � � � � ����. (4)

The alignment conditions, such as the lateral shift and 
rotation angle of the top panel, from the affine matrix are 
compared with the simulated true values to check the reli-
ability of the algorithm. The components A(1, 1), A(1, 2), 
A(2, 1), and A(2, 2) represent  the 2 × 2 rotation matrix, 
then the relative rotation angle can be obtained by taking 
the arccosine value of the matrix element. The components 
A(3, 1) and A(3, 2) indicate the relative shift in the x- and 
y-coordinates, respectively, in pixels. The distance of move-
ment in the x- and y-directions is calculated by multiplying 

FIG. 4. Comparative graphs of the true and estimated values of (a) rotation angle, (c) x-directional lateral shift, (e) y-directional 
lateral shift. The error values for (a), (c), and (e) are plotted in (b), (d), and (f), respectively.

      (e)     (f)

         (a)     (b)

         (c)      (d)
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these by the pixel pitch to obtain the shift error.
The proposed technique is compared with a traditional 

alignment method employing conventional non-diffractive 
markers (i.e., non-diffractive) in Figs. 3(e)–3(g). A hollow 
cross pattern is taken as the target marker image [Fig. 3(e)]. 

The vision camera with a focus tuned to the upper panel 
perceives the defocused image of the lower panel marker 
[Fig. 3(f)]. Because of  the defocusing effect,  the affine 
matrix analysis is degraded due to the image registration 
failure  [Fig. 3(g)]. Figure 4(a) compares the simulation 

FIG. 5. Experimental results for diffractive alignment. (a) Experimental setup of the diffractive alignment, (b) upper marker pattern (6 
mm × 6 mm), (c) lower DOE marker pattern (18 mm × 18 mm), (d) observation image of the upper marker in the first illumination 
mode, and (e) observation image of the lower diffractive marker in the second illumination mode. Edge detection results of (f) the 
upper marker, (g) the lower diffractive marker, and (h) the registration results of two markers.
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results with the true values with an increase in the rotation 
angle of the top panel at intervals of 0.2° from −3° to 3°. 
In Fig. 4(b),  the error between  the  two values  is plotted 
with respect to the rotation angle, in which the maximum 
and the average error values are 0.290° and 0.156°, respec-
tively. The accuracy can be further improved by employing 
a smaller pixel pitch or a higher resolution. Figures 4(c) 
and 4(e) present the simulation data comparing the true and 
estimated values for the lateral shift of the upper panel from 
−50 μm to 50 μm in the x-axis and y-axis directions, respec-
tively. Figures 4(d) and 4(f) display the error between the 
true value and estimated value for the x- and y-directional 
shifts, respectively. In this simulation, a shift error up to 12 
μm is observed; However, the accuracy can be improved if 
the DOE pixel pitch is further reduced and the resolution is 
made larger.

III. EXPERIMENTAL RESULTS 

To experimentally verify the diffractive alignment 
method, we fabricated a binary DOE marker and conducted 
an alignment experiment. The experimental setup and the 
fabricated DOE are presented in Fig. 5(a). The focus of the 
camera vision is tuned to the top surface of the upper panel 
with a distance of 75 mm. A divergent light source with a 
wavelength of 633 nm filtered by a pinhole with a diam-
eter of 50 μm illuminates the backside of the DOE on the 
lower panel. The thickness of the glass panels is 500 μm, 
and the distance between the upper and lower panel mark-
ers is 550 μm. The fabricated upper and lower markers are 
presented in Figs. 5(b) and 5(c), respectively. The pattern 
pixel pitch is 3 μm, and the resolution is set to 2,001 × 2,001 
for the upper panel and 6,001 × 6,001 for the lower DOE. 
The DOE domain of the lower panel is designed to be three 
times as large as the upper panel marker. Figure 5(d) pres-
ents an observation image for the upper panel marker using 
an extended incoherent surface light source (illumination 
mode 1), while Fig. 5(e) shows an observation image for 
the lower panel diffractive marker using a divergent light 
source aperture by the 50 μm pinhole (illumination mode 
2). Figures 5(f) and 5(g) show the edge detection results of 
the upper marker and lower marker, respectively, and the 
completed registration result of two images is shown in 
Fig. 5(h). The affine matrix for the experimental result is 
obtained by

���� ������� �������
������� ���� �������
���� ���� ����

� �
� �= −� �
� �−� �

A �� � � � � � � � ����. (5)

From the resulting affine 2D matrix, it can be seen that 
the markers on the upper and lower panels moved −14.4 
and 6.47 pixels in the x- and y-directions, which translates 
to lateral movement of −228 μm and 102 μm in the x- and 
y-directions. The accuracy of the lateral shift of the affine 
matrix registration algorithm is at a one-pixel or sub-pixel 

level. Also, it is estimated that the upper and lower panels 
are relatively rotated by 0.292°, although the lateral shift is 
quite large in this experiment.

In addition to the lateral shift and relative rotation analy-
sis demonstrated in this work, we can further extend our 
proposed method to measure and compensate for the three-
dimensional tilting factor leading to non-parallel deviation 
of the panel, which still remains a challenging problem in 
the display manufacturing process. If the short DOF vision 
camera and the diffractive alignment technique are com-
bined and the defocusing effect of the diffractive marker 
pattern is exploited with respect to the axial deviation, we 
can probably detect the axial non-parallel tilting deviation 
of the upper panel. However, this modality requires further 
analysis with our own research in the near future.

IV. CONCLUSION 

In conclusion, we have experimentally demonstrated 
a diffractive optic approach for analyzing the alignment 
between upper and lower flat panels. Using a binary DOE 
and affine matrix registration analysis, we have success-
fully shown that the lateral shift and relative rotation of axi-
ally separated panels can be analyzed with a conventional 
DOF limited vision camera system. With further develop-
ment, the proposed diffractive alignment technique can be 
extended to fully three-dimensional alignment analysis of 
distant non-parallel panels, and can contribute to the overall 
enhancement of productivity and improved quality of the 
multilayered display manufacturing process.
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