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A B S T R A C T   

Augmented reality (AR) displays are enhancing user experiences by offering immersive three- dimensional (3D) content, with head-up display (HUD) being a prime 
application for driving safety. To enable AR-HUDs to provide sufficient information to driver, it is essential to ensure a wide field of view (FOV). Traditional methods 
like the magnifier principle have limitations stemming from optical aberrations and bulky form factor. Recently, optical waveguide has been used as pupil expander, 
which has attracted increasing attention as an optical element for compact form factor and exit-pupil expansion. However, waveguide display as exit-pupil expander 
only offer 2D images with infinite depth, causing mismatch issue between virtual content and real scenes. In this paper, we propose a lensless holographic waveguide 
display consisting of a laser light source, a spatial light modulator (SLM), a waveguide to generate accommodation-capable images, effectively extending FOV. The 
key distinction of this research lies in the optical design of the waveguide, which defines multiple shifted copies of the modulated wavefield as replicated virtual 
SLMs. A formalized algorithm is devised based on a bold assumption that numerous virtual SLMs replicated by a waveguide are considered as a single ultra-high 
resolution SLM. The effectiveness of the algorithm has been demonstrated through extensive validation through numerical observation simulations and optical 
experiments. Notably, optical experiments convincingly demonstrate the system’s ability to produce accommodation-capable true 3D content, with a four-fold 
extension of FOV compared to a single SLM at an observation distance of 150 mm. Additional optical experiments highlight the successful integration of AR 
technology, an important component for automotive HUD.   

1. Introduction 

Augmented-reality (AR) displays provide users with realistic and 
immersive three- dimensional (3D) experiences, which opens up new 
opportunities for interacting with digital Content and the real world 
[1–4]. The most popular application of AR devices is the head- up 
display (HUD), which enhances driving safety and comfort by projecting 
critical driving information into the line of sight of a driver [5]. The field 
of view (FOV) in AR-HUD is a critical component because it directly 
affects the quality and quantity of visual information that a driver can 
perceive through the display. The magnifier-principle method is basi-
cally used to enlarge the image of a micro-display to generate a virtual 
image perceived by the driver at an observation distance [6]. Although 
this method can be considered successful in offering wide FOV, it suffers 
from a drawback in that a relatively long optical path is required be-
tween the optical components and display, which can increase the 
overall size and packaging volume of an HUD system. To realize a 
compact form factor with wide FOV, several alternative technologies 
have been explored, including the use of holographic optical elements 

(HOEs), liquid–crystal-based geometric phase lens, and pancake lens 
that folds the optical path. These elements still suffer from an unsatis-
factory form factor. Additionally, large-area refractive optics-based ap-
proaches cause severe aberration and distortion of an image. 

To overcome this limitation, some researchers have explored optical 
devices that do not require a long optical path and can provide wide FOV 
with a compact form factor. Recently, optical waveguide has been used 
as pupil expander, which has attracted increasing attention as an optical 
element for compact form factor and exit-pupil expansion. The wave-
guide extracts some of the light from the outcoupler and then directs it 
toward an observer. The remaining portion of light continues to prop-
agate within the waveguide and interacts with the outcoupler again to 
extract an additional portion of light. This process is repeated multiple 
times, resulting in many replicas of the wavefield. Thus, expansion of the 
waveguide exit pupil allows reduction in the optical-path length and 
simultaneously extends FOV. The waveguides can be designed with 
different types of light-coupling methods and materials. Geometric 
waveguides use prisms and partially reflective mirrors to redirect and 
extract light from the waveguide [7,8]. Diffractive waveguides utilize 
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structures that diffract light, such as surface gratings, meta-surfaces, and 
HOEs, to achieve confinement and control of light propagation [9–11]. 
A curved waveguide provides the advantage in which achievable FOV is 
larger when the waveguide wraps around an observer [12]. However, 
although waveguides as exit-pupil expander provide a distinct advan-
tage, they are limited in their ability to provide realistic and comfortable 
visual effects. Specifically, waveguide displays typically only provide 
two-dimensional (2D) images with infinite depth that is not affected by 
the optical-path variations introduced by the waveguide. Projection of 
an image with finite depth onto the waveguide causes some significant 
ghosting artifacts and noise because of the pupil-replication process. For 
augmented reality head-up displays (AR-HUD), which aim to provide 
information to drivers by integrating virtual content into real scenes, the 
limitation of generating only 2D virtual content with infinite depth 
causes a mismatch between real scenes and virtual content. This 
mismatch leads to various issues, such as visual fatigue, perceptual 
distortion, and a decrease in realism and immersion. 

This mismatch can be alleviated by generating 3D virtual content 
that match the depth of the real scene. In this regard, several approaches 
have already been investigated such as multi depth display, autoster-
eoscopic 3D display. Multi-depth techniques use a simple architecture, 
but the number of virtual image planes is limited and natural overlap is 
not sufficient. In addition, autostereoscopic approaches can generate 
virtual 3D content at an arbitrary depth using binocular disparity and 
integrate it with real scenes. However, the misalignment between the 
eye’s convergence towards the virtual image and the accommodation of 
the eye lens in autostereoscopic displays causes the vergence- 
accommodation conflict (VAC) problem, resulting in visual discomfort 
[13]. Meanwhile, holography is generally considered as the most 
promising technology for solving the VAC problem completely because 
it provides essential 3D visual cues such as accommodation–vergence 
matching [14–17]. However, current holographic display experiences 
several challenges caused by the limited capability of spatial light 
modulator (SLM), which is an essential device for modulating the 

amplitude and phase of optical fields. Most SLMs commonly have 
limited space-bandwidth product (SBP), which leads to a trade-off be-
tween FOV and the eye-box size. Increasing SBP of SLM is a useful 
method for improving the quality of the reconstructed holographic 
image. Several approaches have been proposed to improve FOV and the 
eye-box size in a practical and cost-effective manner. One of these ap-
proaches is to spatially tile multiple SLMs. Although this method ach-
ieves higher SBP of the entire system, precise alignment and calibration 
of individual SLMs are required to generate seamless images without 
visible artifacts [18,19]. Another approach is to time- multiplex single 
SLM to improve SBP. This approach involves splitting a single hologram 
into multiple subholograms and sequentially displaying them in SLM 
[20,21]. However, this method requires a moving optical component to 
physically redirect the beam. Although the aforementioned methods can 
provide improved performance compared with single SLM, they also 
suffer from limitations in terms of spatio-temporal resolution as well as 
increased system complexity and cost. 

In this paper, we introduce a lensless holographic waveguide display 
consisting of a waveguide with pupil replication, a phase only SLM, and 
a laser light source to generate true 3D holographic contents with 
extended FOV. The proposed system not only has a compact form factor 
by employing a waveguide as an optical component to extend the FOV, 
but also solve the mismatch problem between virtual content and real 
scene by generating accommodation-capable true 3D image over a full 
depth range. Our approach is fundamentally different from those of 
previous works in that the waveguide displays for pupil replication can 
extend the FOV of the observed image and provide true 3D images with 
full depth range. We proposed a formalized algorithm to calculate a 
computer generated hologram (CGH) based on a bold assumption and 
two constraints which is fundamentally different from conventional 
method, and validated the accommodation effect and FOV extension of 
the generated contents through numerical observation simulation and 
optical experiment. In particular, optical experimental results success-
fully reveal accommodation-capable true 3D content at an observation 

Fig. 1. System configuration of the proposed a lensless holographic waveguide HUD.  
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distance of 150 mm in the waveguide-based system. Our system im-
plements the FOV that is four times larger than that produced by a single 
SLM within an eye-box of 4.6 mm and offers contents at arbitrary depths 
over the full depth range. The experimental results are consistent with 
the supportive numerical observation simulation results. Additional 
optical experimental results provide evidence that AR technology, a key 
component in automotive HUD, operates effectively within the proposed 
system. 

2. Optical design of the waveguide 

Compared with the conventional waveguide display that uses a 
waveguide to expand the exit pupil, the major difference of our proposed 
lensless holographic waveguide display is that it provides 
accommodation-capable virtual 3D images. This difference is expected 
to significantly improve the perception experience of users by gener-
ating the accommodation-capable 3D content in real-world environ-
ments. Typically, a waveguide that is used as a pupil expander generates 
many shifted copies of wavefields with different optical paths inside the 
waveguide. These copies interfere with one another, resulting in a 
complex field in the final output because of the scrambled phase and 
intensity. This phenomenon is considered as an artifact that must be 
avoided to generate an accommodation-capable virtual 3D image. 
However, in our lensless holographic waveguide display system, we 
define each of the multiple shifted copies of the modulated wavefield 
generated inside the waveguide as replicated virtual SLMs. In this sec-
tion, we present our geometric analysis that quantifies the improvement 
in FOV and eye-box attributable to the defined virtual SLMs. We also 
present the design of the optical configuration of the waveguide 
responsible for generating virtual SLMs. 

Fig. 1 shows the system configuration of the proposed lensless ho-
lographic waveguide HUD. The architecture consists of a laser light 
source, single SLM, a waveguide used as a pupil expander, and a 
combiner. The plane wave from the laser source is modulated by SLM 
and projected onto the waveguide. Inside the waveguide, a portion of 
the modulated light is extracted, and the remaining light continues to 
propagate. This process is repeated several times within the waveguide 
to replicate virtual SLMs. The light extracted from the waveguide is 
merged with the light of an actual scene by the combiner and transferred 
to the observer. The combiner is a transflective mirror that does not have 
any optical power. In conventional waveguide displays, the exit pupil is 
expanded by the waveguide, but the mismatch problem between virtual 

content and real scene arise because they only produce images with 
infinite depth. On the other hand, the proposed holographic waveguide 
display combines holographic display and waveguide technology to 
generate an accommodation-capable 3D image with the extended FOV. 

Providing large FOV of virtual images in the AR-HUD system is 
necessary for delivering immersive and engaging visual experiences. 
Traditionally, extending FOV has been accomplished by utilizing a 
magnifier such as a projection lens. Another approach employs multiple 
SLMs arranged in a tiled configuration, which requires complex optics 
and calibration among individual SLMs to generate seamless images 
without noticeable artifacts. These systems inevitably result in a bulky 
and complex system to extend FOV. Hence, in a lensless architecture, 
utilizing a waveguide for replicating multiple virtual SLMs is desirable 
from a form-factor standpoint to extend FOV. In our lensless architec-
ture, virtual SLMs are replicated by the waveguide. An algorithm is 
employed to generate CGH with extended FOV under the assumption 
that predefined virtual SLMs function as a single ultra-high resolution 
SLM with same pixel density but with a very large number of pixels. A 
detailed description of the algorithm is provided in Section 3. 

Fig. 2 shows the geometric relationship between FOV and the SLM 
width in a lensless holographic display. We consider the one- 
dimensional (1D) case because virtual SLMs are generated by the 
pupil expander in the horizontal direction. Single SLM with width WSLM 
is expressed as WSLM = p × M, where p is the pixel pitch and M is the 
number of pixels in SLM. SLM modulates the phase of the incident plane 
wave under the constraints imposed by the diffraction-angle charac-
teristics of SLM. The diffraction angle θdiff is defined by 

θdiff = 2sin− 1 λ
2p

, (1)  

where λ is the wavelength. At observation distance dobs, the observer can 
obtain reconstructed images with FOV. FOV Φ in the lensless holo-
graphic waveguide display is calculated as 

Φ = 2tan− 1(N + 1)WSLM

2dobs
, (2)  

where N denotes the number of replicated virtual SLMs by the wave-
guide. Fig. 2(a) shows the case where N = 0, indicating that no virtual 
SLM exists due to the absence of a waveguide. A real single SLM provides 
a small FOV at the observation distance. Fig. 2(b) shows that N virtual 
SLMs with the same pixel pitch replicated by the waveguide provide an 
extended FOV at the observation distance. A conventional waveguide 
used as a pupil expander generates many shifted copies of wavefields 
with different optical paths inside the waveguide. These copies interfere 
with one another, resulting in a complex field in the final output because 
of the scrambled phase and intensity. This repetitive and complex 
wavefield does not result in FOV expansion but instead result in 
numerous ghost artifacts. In contrast to display systems that generate 2D 
images, in the holographic display systems, the wavefield diffracted 
from each pixel of SLM interferes with the projected virtual objects into 
arbitrary spaces. In other words, FOV is limited by the diffraction angle; 
thus, Eq. (2) is valid when FOV is less than or equal to the maximum 
diffraction angle of SLM. The number of replicated virtual SLMs required 
to achieve the maximum FOV in a lensless holographic waveguide 
display Ndiff is calculated as 

Ndiff = ⌈
λdobs

pWSLM
⌉ − 1, (3)  

where [⋅] denote the ceiling function or is known as the least integer 
function of real number. As the number of SLM replica increases, the 
intensity of the extracted wavefield reduces. Since the number of virtual 
SLMs replicated to achieve maximum FOV has limitation, a practical 
number of virtual SLMs needs to be adopted. 

In a lensless holographic waveguide display, eye box is defined as the 

Fig. 2. Geometric relationship between FOV and width of SLM in a lensless 
holographic display for (a) single SLM case and (b) replicated virtual SLMs by 
the waveguide case. 
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area where the eye can observe the image with maximum FOV extended 
by the aforementioned virtual SLMs, as shown in Fig. 3. In fact, the input 
light wave modulated by SLM generates virtual SLMs through a repli-
cation process by the waveguide and provides reconstructed image of 
maximum FOV to the observer at an observation distance. As the eye 
position moves within the eye box, the SLM area required to reconstruct 
an image that provides maximum FOV changes. To implement the 
extended FOV, the angular range of the wave field generated by indi-
vidual virtual SLM replicas reaching the observer within the eye-box is 
constrained to not overlap with the angular range of adjacent replicas. In 
other words, the proposed method performs FOV expansion by multi-
plexing the full angular information of the wavefield generated by the 
real SLM and numerous virtual SLM replicas. The limited angular range 
of the wave field is θdiff/

(
Ndiff + 1

)
and is valid when N ≥ Ndiff . Multi-

plexing different angular information from adjacent neighboring rep-
licas extends FOV within the eye-box. The multiplexed angular ranges of 
the SLM replicas converging on observer are marked in Fig. 3 with 
distinct colors, and the shared overlapping area is delineated as the eye- 
box. Angular multiplexing imposes limitations on the available angle 
range, consequently restricting the eye-box size as well. The limited eye- 
box size at the observation distance Weye is calculated as 

Weye =
2dobs

Ndiff + 1
tan

(
θdiff /2

)
. (4) 

The parameters for the horizontal direction actually used are WSLM =

4.59mm,dobs = 150mm,p = 4.25μm, and λ = 520nm. For N = 0, i.e. the 
simplest setup where a SLM is directly observed by an eye without any 
optics except the 4-f filter, FOV is calculated to be 1.75 degrees and the 
eye-box size is calculated to be 18.3 mm. In the proposed method, FOV is 
extended to 7.0 degrees by the virtual SLM replicas, but the eye-box size 
is reduced to 4.6 mm. In holographic displays, a trade-off exists between 
FOV and eye-box because SBP is constrained by the finite number of 
physical pixels of the SLM. Thus, when the generation of a virtual SLM 
replicas by a waveguide, FOV can be improved by a factor of four, but 
the eye-box size is reduced proportionally. Our method can be a valuable 
strategy to choose the reasonable balance between FOV and eye-box 
without the help of an optical lens such as a magnifier. In an AR-HUD 
that delivers an immersive experience, a wider FOV improves pres-
ence and realism, potentially justifying the sacrifice in eye-box size. 
Although eye-box size is limited, it is easy to expand the eye-box by 
applying eye-tracking technology. In this paper, only three SLM replicas 
are required to extend to the maximum FOV. To expand the eye-box, we 
generate four virtual SLM replicas where one is the room for eye- 
tracking. Because the area of effective SLM moves depending on the 
eye position, CGH needs to be updated to reflect the eye position 
detected by the eye-tracking technology. 

Considering that conventional waveguide-based displays used as 
pupil expander only provide 2D images, the exit pupil of the projected 
image from SLM is expanded via a random replication procedure in the 
waveguide. To generate accommodation-capable holographic images in 

a waveguide-based display, we need to design the waveguide so that 
virtual SLMs created by the cloning procedure are defined. The wave-
guide structure is configured to define four virtual SLMs, as shown in 
Fig. 4, and the parameters of waveguide are designed to precisely po-
sition these virtual SLMs so that they do not overlap optically. The 
absence of overlap among virtual SLMs signifies that these virtual SLMs 
precisely modulate both the amplitude and phase of the wavefield 
necessary for generating a holographic image in an arbitrary space. 

The waveguide described in this paper operates by placing partially 
tuned reflector and mirror in parallel to coherently extract the intensity 
of the replicated wavefield. The positions of virtual SLMs are determined 
by the spacing between the partial reflector and mirror as well as the 
angle between SLM and the waveguide. The plane wave from the laser 
source is modulated by SLM, and the waveguide extracts a portion of the 
modulated light and redirects the rest inside the waveguide. In this 
process, the waveguide must be designed so that the replicated wave-
fields do not overlap with one another. The replication pitch of the 
wavefield inside the waveguide RP is expressed as 

RP = 2t × tanθ, (5)  

where t is the thickness of the waveguide and θw is the angle between 
SLM and the waveguide. Therefore, to consider virtual and real SLMs as 
single SLM with ultra-high resolution, the replication pitch of the 
waveguide must be set to match the width of real SLM, which is denoted 
as WSLM. The designed waveguide successfully creates virtual SLMs as 
intended but introduces optical-path-length error in the optical-axis 
direction. The optical-path-length difference among virtual SLMs l is 
calculated as 

l = 2t/cosθw. (6) 

Accumulation of this optical-path difference occurs as the location 
where virtual SLM is generated moves farther away from real SLM. This 
phenomenon presents a challenge because it leads to artifacts in the 
proposed system. Therefore, our waveguide design is aimed at mini-
mizing this optical-path difference, and we provide further compensa-
tion for it using our algorithm. 

3. Algorithm for lensless holographic waveguide system 

Conventional waveguide-based approaches with pupil replication 
provide a compact form factor in the system and sufficient eye-box size 
but suffer from the limitation of only providing 2D virtual images. We 
consider a novel method for generating CGH by modeling a lensless 
holographic waveguide system to create accommodation-capable 3D 
images with a full depth range while extending FOV. Fig. 5 shows the 
schematic diagram of the proposed lensless holographic waveguide 
system with extended FOV consisting of a waveguide, phase-only SLM, 
and a laser light source to generate true 3D holographic images with 
extended FOV. 

The main idea of the proposed lensless holographic waveguide sys-

Fig. 3. Definition of an eye-box in a lensless holographic waveguide display 
that provides maximum FOV. Fig. 4. The Structure of the waveguide that generates virtual SLMs.  
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tem with extended FOV is to model the wavefield duplicated by the 
waveguide to be equal to generate virtual replicated SLMs. We assume 
that virtual replicated SLMs can be approximated using single ultra-high 
resolution SLM with some constraints. The single ultra-high resolution 
SLM has N times more pixels than the real SLM with the same pixel 
density. One of the constraints is that calculated CGH is loaded into 
physically real SLM, and the other constraint is that an optical path is 
added as much as l each time virtual SLM is replicated. This assumption 
represents the first step in our algorithm to extend FOV of a recon-
structed image with a full depth range, breaking the limitation where 
traditional waveguide displays only expand the eye box. 

On the basis of this assumption, we develop the forward and inverse 
cascaded Fresnel transform (CdFr and iCdFr, respectively) models, as 
shown in Fig. 5. The waveguide is replaced by several virtual replica 
SLMs; thus, the wavefield modulated by SLM is propagated in front of 
the eye only using the propagation formula in free space. The SLM plane 
(x, y; z0), pupil plane (ξ, η ; dobs), and retina plane 

(
xr, yr; dobs + deye

)
are 

defined as shown in Fig. 5. We assume that the SLM plane is placed at the 
z = z0 = 0 plane in the global coordinates. In our model, the observer 
focuses on the reconstructed holographic image, and the focal length of 
the eye lens feye is given by 

feye =
deye

(
dobs + dobj

)

deye +
(
dobs + dobj

), (7)  

where deye is the distance between the eye lens plane and retina plane, 
dobs is the observation distance between the SLM and pupil plane, and 
dobj denotes the distance from SLM to the reconstructed image. The sign 
of dobj is positive if the reconstructed image is located beyond the SLM, in 
a direction away from the observer, and negative if it is located between 
SLM and the observer. We mark the depth of the holographic image in 
Fig. 5 as a constant for convenience. However, in the algorithm, the 
depth of the holographic image is considered a variable to compute the 
hologram that simultaneously generates holographic images with 
various depths. 

The mathematical formula between the wavefield S(x, y; z0) at the 
SLM plane and wavefield R

(
xr, yr; dobs + deye

)
on the retina plane is 

described by CdFr and ICdFr [22,23]. We follow the definitions of CdFr 
and ICdFr models developed in our previous research from Refs. [22] 
and [23]: 

R
(
xr , yr ; dobs + deye

)

= CdFr
{

S(x, y; z0); dobs, deye, feye, ρ
}
,

(8)  

S(x, y; z0)

= ICdFr
{

R
(
xr, yr; dobs + deye

)
; dobs, deye, feye

}
,

(9)  

where ρ is the radius of the eye pupil. In a single SLM system without a 
waveguide, ICdFr generates CGH that reconstructs a holographic image 
in an arbitrary space. The observer successfully observes the recon-
structed holographic image through CdFr. However, in our lensless 
holographic waveguide system, we need to develop an advanced algo-
rithm that considers the characteristics of replicated virtual SLMs 
generated by the waveguide. 

The nth replicated virtual SLM by the waveguide is formed by 
moving the optical axis in the opposite direction using accumulated 
optical-path-length difference nl. Because of this constraint, the wave-
field S(x, y; z0) in the SLM plane calculated by Eq. (9) should be trans-
ferred to the plane of virtual replicated SLMs. We can obtain the 
wavefield on the virtual SLM using the angular spectrum method (ASM) 
[24]. The ASM equation is defined as 

ASM{u(x, y; z), d } = F
− 1
{
F {u(x, y; z) }exp

(
j2πd

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1/λ2 − 1/f 2
x − 1/f 2

y

√ )}

(10)  

where F{⋅} and F− 1{⋅} denote the Fourier transform and inverse Fourier 
transform, respectively, u(x, y; z) is the wavefield on an arbitrary plane 
parallel to the (x, y; z0) plane, fx and fy are spatial frequencies. To obtain 
the complex wavefield on the n th virtual SLM, wavefield S(x, y; z0) in 
the SLM plane propagates by nl. 

The complex wavefield at nth virtual SLM replicated in the hori-
zontal direction Vn(x, y; zn) is calculated as 

Fig. 5. Forward and inverse cascaded Fresnel transforms model for lensless holographic waveguide system with extended the FOV.  
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Vn(x, y; zn)

= ASM
{

S(x, y; z0)rect
[

x + (N/2 − n)WSLM

WSLM

]

, zn

}

,
(11)  

where rect{⋅} denotes the rectangular function. By this function, the 
wavefield at the SLM plane is cropped to the same number of sampling 
points as the real SLM. The wavefield obtained in the area where real 
SLM is located occurs in the case of n = 0 in Eq. (11), and the wavefield 
S0
(
x0, y0; z0

)
is calculated as 

S0(x, y; z0) = S(x, y; z0)rect
[

x + (N/2)WSLM

WSLM

]

. (12) 

Another constraint in our bold assumption is that SLMs defined by 
the waveguide are virtual SLMs as replicas of real SLM. Because N virtual 
SLMs are replicas of the real SLM, the wavefiled calculated by Eq. (11) is 
not modulated by the nth virtual SLM. To overcome this constrain, a 
solution is derived that superposes the wavefield S0(x, y; z0) and N 
wavefields V1(x, y; z1) ∼ VN(x, y; zN), allowing them to be modulated by 
the real SLM. In our algorithm, the computation of CGH that is ulti-
mately encoded on the real SLM GSLM(x, y; z0) is performed as follows: 

GSLM(x, y; z0)

= S0(x, y; z0) +
∑N

n=1
Vn(x + nWSLM , y; zn).

(13)  

The number of horizontal sampling points of the complex wavefield S(x,
y; z0) is (N + 1)× M. The number of sampling points of the complex 
wavefields S0(x, y; z0), Vn(x, y; zn), and GSLM(x, y; z0) is cropped by the 
rectangular function and is equal to M, which is the number of pixels of 
the real SLM. 

Conventional waveguide-based approach that uses pupil replication 
has been proven to be adaptable to HUD applications, providing a 
compact form factor as well as sufficient eye-box size but only 2D virtual 
images with an infinite depth. The projection of an image with finite 

depth onto the waveguide causes some significant ghosting artifacts and 
noise due to the pupil-replication process. The human eye uses various 
depth cues such as vergence and accommodation distance to perceive 
the depth of an object. Virtual objects with fixed depth generated by the 
system cause mismatch with the real scene. The depth mismatch be-
tween virtual content and real scene can disrupt the integration of them, 
confusing the human visual system. The depth mismatch problem be-
tween real scene and virtual content can be eliminated by providing the 
accommodation-capable virtual image reconstructed over the entire 
depth range. To realize a 3D virtual image with accommodation capa-
bility, we consider a novel method to extend FOV instead of expanding 
the eye box through pupil replication in a waveguide display. 

Fig. 6(a) shows numerical observation results obtained from a con-
ventional waveguide- based holographic display used as a pupil 
expander. The first column of Fig. 6(a) presents the configuration of a 
conventional waveguide used as an exit pupil expander, which simply 
generates a myriad of shifted copies of the image projected from the 
SLM. The second column shows an image with a finite depth of 20 cm, 
and the third column shows an image with infinite depth. In the con-
ventional method, the image with an infinite depth is normally observed 
without artifacts, but artifacts such as superimposed ghost noise occur in 
the image with a finite depth of 20 cm when displayed through a 
waveguide. Generating only an image with a fixed depth does not pro-
vide accommodation effect and causes the mismatch problem between 
virtual content and real scene. On the other hand, the first column of 
Fig. 6(b) presents the configuration of the accommodation-capable 
waveguide, which generates virtual SLMs without overlapping each 
other. CGH used in our holographic waveguide display is calculated by 
replacing the pupil replication function with a function that extends FOV 
of the entire image. This algorithm makes possible the generation of an 
image at a target depth by considering the waveguide. The second and 
third columns in Fig. 6(b) show images with a finite depth of 20 cm and 
with an infinite depth, respectively, observed using the proposed 
method. We can clearly verify that the proposed method successfully 

Fig. 6. Numerical observation results of a holographic waveguide display using (a) conventional waveguide and (b) accommodation-capable waveguide.  
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reconstructs the infinite- and finite-depth holographic images through 
the waveguide. The proposed waveguide-based holographic display 
with a full depth range provides an accommodation effect and solves the 
mismatch problem between virtual content and real scene that occurs in 
the conventional display. 

CGH generated by applying the proposed algorithm for the lensless 
holographic waveguide system successfully realizes accommodation- 
capable images in the numerical observation simulations. In the simu-
lation, CGH is calculated by applying depth-map CGH, a well-known 
hologram-generation algorithm that simultaneously generates images 
at multiple depths [25]. The numerical observation results have verified 
that the depth range of the reconstructed images spans from zero to 
infinity from the perspective of the observer, and FOV is extended 
through the replication of virtual SLMs by the waveguide. Fig. 7 shows 
the numerical simulation results in the accommodation-capable holo-
graphic display with a pupil expander. The target image is a signature of 
the Kyungpook National University where the symbol is an image 
located 120 mm away from the observer, and letters “K, “N,”, and “U” 
are 250 mm, 650 mm, 10,000 mm away from the observer, respectively 
as shown in Fig. 7(a). Fig. 7(b)–(e) show the numerical simulation re-
sults for observations at a distance of 150 mm from the SLM plane. The 
observation results are displayed on the retina plane. The entire target 
image has FOV of approximately 7.0 degrees horizontally. When the eye 
focuses on the target depth of a particular letter, the rest of the letters at 
different depths become blurred, providing an accommodation effect to 
the observer. The detailed parameters used in the simulation are listed in 
Table 1. 

4. Experimental results 

An optical experiment is set up to verify the lensless holographic 
waveguide system where the proposed method is applied on an optical 
table, as shown in Fig. 8. The optical experiment consists of a laser light 
source, a spatial filter, single SLM, and a waveguide. The spatial filter is 
used improve the spatial coherence of the light source, and the apertures 
are used is to control the size of the collimated beam. A reflection-type 
phase-only SLM (model name: HX-7322) with a pixel pitch of 4.25μm, 
1080 × 1920 resolution is used, and a 520 nm green laser is used as the 

light source. The f-number of the camera is 1.8, the focal length of the 
prime lens is 7 mm, and the aperture size is the calculated to be 3.9 mm. 
The aperture size of camera is a value that corresponds to the average 
pupil size of human eye. Currently, the limited fill factor of the com-
mercial liquid crystal on the silicon panel used as SLM creates an un-
modulated signal that inevitably introduces DC noise at the center of the 
entire FOV. This noise is a major obstacle in observing holographic 
images and should be removed. However, it is difficult to completely 
eliminate unmodulated DC noise caused by the limited fill factor of 
practical SLM. In the experiment, we optically remove the high-order 
and DC noise using a 4f system. 

The optical experiments have shown that images can be generated at 
arbitrary depths from zero to infinity from the observer, which confirms 
that CGH generated by the proposed algorithm can display 3D images 
with a full depth range that are capable of accommodation on 
waveguide-based display. Fig. 9 shows the experimental results of the 
accommodation- capable waveguide display. To verify the proposed 
method, we show the reconstructed images at various depths while 
providing extended FOV using virtual replicated SLMs. The camera is 
adjusted to focus on the designated target depth of each image, as shown 
in Fig. 7(a). The accommodation effect of the captured images can be 
observed through the focusing and blurring that corresponds to the focal 
length of the camera. When the camera is focused on the symbol, the 
symbol appears sharp while letters “K,” “N,” and “U” become blurred 

Fig. 7. Numerical observation results. (a) Original depths of the target objects with full depth range and numerical observation results when the eye is focused at (b) 
“symbol,” and letters (c) “K,” (d) “N,” and (e) “U”. 

Table 1 
System parameters.  

Parameter Symbol Value 

Wavelength of light source λ 520 nm 
Width of SLM WSLM 4.59 mm (H) 

8.16 mm (V) 
Pixel pitch of SLM p 4.25 μm 
Observation distance dobs 150 mm 
The number of replicated virtual SLMs N 4 
Thickness of waveguide t 3 mm 
Angle between SLM and waveguide θw 37.4◦

The optical-path-length difference among virtual SLMs l 7.55 mm 
Distance between pupil plane and retina plane deye 25 mm 
Radius of pupil ρ 2 mm  
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[Fig. 9(a)]. Conversely, when the camera is focused on letter “K,” letter 
“K” becomes sharp while the symbol and letters “N” and “U” appear 
blurred [Fig. 9(b)]. Similarly, the same conditions are observed when 
the camera is focused on letters “N” and “U” [Fig. 9(c) and (d), respec-
tively]. These results are consistent with the numerical simulation re-
sults and provide an accommodation effect to the observer. These results 
are consistent with the outcomes of the numerical simulations, con-
firming our successful experimental validation to provide 
accommodation-capable images to the observer. We must note that the 
waveguide- based display delivers high-quality images without a ghost 
image not only when the image is displayed at infinite depth but also at 
finite depth. 

AR technology indeed overlays digital information or content onto 
the real world to enhance the perception of user and interaction with the 

environment. AR technology plays a pivotal role in automotive HUD 
owing to its potential to significantly improve safety, enhance driving 
experience, and offer critical information to drivers without causing 
distractions. The experimental results applying AR technology shown in 
Fig. 10 inspire that our system solves the mismatch between virtual 
content and real scenes. In the experiment, virtual content was created 
identical to the results in Fig. 9, and four types of real objects were 
prepared at the same depth positions as the virtual images generated at 
different depths. The four real objects were a die placed at a distance of 
120 mm from the observer, a tiger cattle keyring placed at a distance of 
250 mm, a cup placed at a distance of 650 mm, and one of the authors 
located at a distance of 10,000 mm. In Fig. 10, the results are captured 
by changing the camera’s focus from near to far. The in-focus part of the 
virtual content is indicated by a red box, and the in-focus object among 

Fig. 8. Experimental set-up.  

Fig. 9. Experimental results of the accommodation-capable waveguide display.  
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the real objects is indicated by a blue box. When the camera is focused at 
a distance of 120 mm from the observer, the dice among the real objects 
and the logo among the virtual content are sharp, while all others are 
blurred [Fig. 10(a)]. When the camera focuses on the tiger cattle keyring 
among the real objects, only the letter “K” becomes clear and the rest 
becomes out of focus [Fig. 10(b)]. Similar results are observed when the 
camera focuses on a real object, such as the cup or one of the authors 
[Fig. 10(c) and (d)]. 

Fig. 11 shows another experimental results on an entire toy train 

image with the same depth reconstructed using real and replicated 
virtual SLMs. The reconstructed holographic image consists of the en-
gine of the toy train and three tender cars marked with letters “A,” “B,” 
and “C.” The real and virtual SLMs replicated by the waveguide indicate 
the engine and three tender cars of the entire toy train, respectively. The 
captured image shows the engine and three tender cars seamlessly 
connected into a single toy train with no discernible joints or artifacts. 
The displayed horizontal FOV of the entire toy train is about 7.0 degrees. 
Because horizontal FOV of the holographic image reconstructed by 
single SLM at the same observation distance is 1.75 degrees, FOV in the 
proposed lensless holographic waveguide display is extended by 
approximately four times. 

5. Discussion 

The proposed system utilizes a lensless direct view configuration, 
avoiding aberrations induced by optical lenses like magnifiers, and 
boasts a compact form factor. However, it is important to acknowledge 
that the system has limitations as its FOV is constrained by the pixel 
pitch of the SLM. FOV is a particularly important performance in AR- 
HUD because the AR-HUD need to be able to display enough informa-
tion to see not only the lane you are driving in, but also the lanes to your 
left and right.To fully display all three lanes, FOV in AR-HUD is required 
to be at least 15 degrees horizontally and 5 degrees vertically. Although 
the proposed system successfully achieved a maximum horizontal FOV 

Fig. 10. AR application results (see Visualization) when the camera focuses (a) a dice, (b) a tiger cattle keyring, (c) a cup and (d) human (one of the authers).  

Fig. 11. Experimental result of the entire image with the same depth recon-
structed by real SLM and replicated virtual SLMs. 

W. Moon et al.                                                                                                                                                                                                                                  



Displays 81 (2024) 102617

10

of 7.0 degrees on an optic table, there is still significant potential for 
improvement FOV. In our system, the vertical FOV is not expanded, so 
the vertical FOV does not change and the vertical FOV is 3.1 degrees. 
Since it has been verified that horizontal FOV can be extend, it is clear 
that vertical FOV can also be extended with the proposed method. To 
achieve this, it is necessary to apply 2D waveguide to replicate SLM in 
both directions. The 2D waveguide consists of two waveguides, one that 
replicates the SLM in the horizontal direction and the other that 
sequentially replicates the horizontally duplicated SLM in the vertical 
direction. This paper emphasizes a focus on the future innovation of 
micro-display technology, highlighting the novelty of the lensless ar-
chitecture. Efforts are ongoing in academia and industry to develop and 
manufacture sub-micrometer pixel pitch panels, which could be a so-
lution to improve FOV in the long run, raising expectations for AR-HUD. 
If an SLM with a pixel pitch of 2 μm is used, FOV of 15 degrees will be 
realized for the green laser light source at the observation distance. As 
the pixel pitch decreases, the number of virtual SLMs replicated by the 
waveguide will increase, which is calculated as Eq. (2). If the SLMs have 
the same resolution, the width of the SLMs will also be smaller, so the 
thickness of the designed waveguide and the angle with the SLMs will be 
smaller, resulting in a much more compact form factor. Also, in this 
paper, the eye-box size is set to 4.6 mm, but the eye-box size can be 
further optimized by Eq. (4) as the parameters of the SLM are changed. 
In this regard, the proposed system not only provides accommodation- 
capable virtual images with an extended FOV but also has potential to 
cooperate with future technological advancements in SLM technology to 
ultimately realize an AR-HUD. 

6. Conclusion 

In this paper, we propose a lensless holographic waveguide display 
consisting of a laser light source, a single SLM, a waveguide to generate 
true 3D holographic images with an extended FOV. We defined each of 
the multiple shifted copies of the modulated wavefield generated inside 
the waveguide as a replicated virtual SLM and optically designed a 
waveguide in which the replicated virtual SLMs were defined. We pro-
posed a formalized algorithm based on a bold assumption and two 
constraints which is fundamentally different from traditional waveguide 
displays, and validated the accommodation effect and FOV extension of 
the generated contents through numerical observation simulation and 
optical experiment. In particular, optical experimental results success-
fully reveal accommodation-capable true 3D content at an observation 
distance of 150 mm in the waveguide-based system. Our system im-
plements FOV that is four times larger than that produced by a single 
SLM within an eye-box of 4.6 mm and offers contents at arbitrary depths 
over the full depth range. The experimental results are consistent with 
the supportive numerical observation simulation results. Additional 
optical experimental results provide evidence that AR technology, a key 
component in automotive HUD, operates effectively within the proposed 
system. Eventually, the maximum horizontal FOV of 7.0 degrees is 
realized using the phase only SLM with 4.25 μm pixel pitch. It is a 
natural fact that FOV increases as the pixel size decreases, so it will be 
possible to implement a HUD with a commercially reasonable FOV by 
reducing the pixel size. In the near future, we will explore ways to apply 
eye tracking technology to track eye position and update CGH to in-
crease the limited eye-box. 
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