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In the depth-map computer-generated hologram (CGH),
inter-layer edge artifacts are observed in the discontinu-
ous edges of section-wise depth-map objects. CGH synthesis,
utilizing the hybrid smoothing method of silhouette mask-
ing and edge-apodization, alleviates unwanted inter-layer
edge artifacts. The proposed method achieves improved de-
artifact filtering that generates holographic images closer to
the ground truth image of the depth-map object unattain-
able by the conventional CGH synthesis method. © 2022
Optica Publishing Group

https://doi.org/10.1364/OL.475282

Holographic displays are based on a wave-optic technology that
uses the diffraction and interference of light to generate a coher-
ent light image field in a viewer’s retina plane. In terms of the
quality of the holographic three-dimensional (3D) image, the
best result shows real-world 3D scenes as they are. The essential
feature of real-world 3D scenes is that the light field of the image
is an incoherent superposition of spherical light waves from a
3D point cloud object. In particular, the 3D scene under incoher-
ent illumination represents the ground truth image and preserves
the accommodation cues that should be targeted by holographic
3D imagery. However, since a conventional holographic display
uses a coherent light source, the reproduced holographic images
have deficiency from the incoherent ground truth image.

Computer-generated holograms (CGHs) can be represented in
several ways. CGH synthesis algorithms are generally classified
into point cloud [1], triangle mesh [2], and depth-map models
[3,4] according to the way they model 3D scenes. The depth-
map CGH model based on fast Fourier transform (FFT) has
been widely used due to its modeling simplicity and computa-
tional efficiency. Depth maps follow a standard 2.5-dimensional
3D content format, which is popularly distributed in the 3D
broadcasting industry.

Recently, for phase-only CGH optimization, the stochastic
gradient descent (SGD) method [5] and the deep neural net-
work technique have been developed to generate photorealistic
holographic images, the object model of which is based on the
depth-map 3D image content [6]. The SGD method can be com-
bined with techniques such as camera-in-the-loop training and
deep learning to obtain almost ideal high-quality reconstruction
results [5,7]. However, while most existing research has focused

on two-dimensional (2D) objects, depth-map 3D objects [8] still
present a challenge. Figure 1 presents a traditional depth-map
CGH, where edge artifacts are observed due to edge diffraction
at the boundaries between adjacent objects of different depths.
The term edge artifact is ascribed to inter-layer gaps, but empha-
sizes the artifacts of coherent light images, which do not appear
in the natural incoherent light image generation process. As
the depth gap of adjacent layers increases, so inter-layer edge
artifacts become more severe.

In this Letter, we describe a method for generating a ground
truth model with incoherent illumination and address a CGH
synthesis method for enhancing the similarity of the CGH image
to the incoherent ground truth. Results from both the proposed
method and conventional depth-map CGH methods are com-
pared to the ground truth image and their visual characteristics
discussed.

The ground truth image of a 3D scene can be generated based
on wave optics theory. Assume that there is an axially dis-
tant dual-layer opaque object (an opaque circle and triangle) as
shown in Fig. 2(a). Then, under natural incoherent illumination,
the viewer sees the incoherent sum of the light waves reflected
by the dense point clouds comprising the target 3D object. The
ground truth images of the target dual-layer object are presented
according to viewers’ pupil size in Fig. 2(b). Previous studies
[3,4] show coherent results because all light coherence is con-
sidered in the cascaded Fresnel transform (CdFr) and the inverse
cascaded Fresnel transform (ICdFr):

FL = CdFr{PL; d, fd, ρ} (1)

F′ = ICdFr{FL; d, fd}, (2)

where FL and PL are the complex light field distributions at
the retina plane and the object plane, respectively, fd is the eye
focal length given by fd = d × deye/(d + deye), and ρ is the eye
pupil radius. The observation of the incoherent image light field
assumes that the object is a set of incoherent point emitted
sources PL(xm, yn). The total field PL is decomposed by PL =∑︁

m
∑︁

n PL(xm, yn). The observed light image pattern GL in the
retina plane (x2, y2) is represented by the modified incoherent
sum of spherical waves emitted from PL(xm, yn) as

GL(x2, y2) =

M∑︂
m=1

N∑︂
n=1

|CdFr{PL(xm, yn); d, fd, ρ}|2. (3)
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Fig. 1. Inter-layer edge-diffraction artifacts observed in the recon-
structed image of a traditional depth-map CGH with focus on (a)
‘CRAYON’, and (b) ‘PUZZLE’.

Fig. 2. (a) Schematic for incoherent wave-optic simulation, and
(b) ground truth accommodation effect according to pupil radius:
focusing on the triangle (the left panel GL2 ) and circle (the right
panel GL1 ).

The method of generating the ground truth GL2 focused on the
front object (triangle) PL2 of L2 located in front of the observer’s
reference is explained below. After propagating the L1 object
(circle) PL1 located behind the observer’s reference to the L2

position, the defocused light distribution field of the circle is
calculated by applying the triangle’s silhouette mask M2. The
conventional silhouette mask ML is defined by

ML(x2, y2) =

{︃
0 PL(x1, y1)>0
1 PL(x1, y1) = 0 . (4)

The final expression obtained using Eq. (3) to reflect the
incoherent properties of light in all these processes is as follows:

GL2 =

M∑︂
m=1

N∑︂
n=1

|F1,2
m,n × M2 |

2
+

M∑︂
m=1

N∑︂
n=1

|F2,2
m,n |

2, (5)

where F1,2
m,n = CdFr{PL1 (xm, yn); d1, fd2 , ρ},

F2,2
m,n = CdFr{PL2 (xm, yn); d2, fd2 , ρ},

and PL1 and PL2 are the circle and the triangle located on the L1

and L2 planes, respectively.
The method of generating the ground truth GL1 focused on the

rear object (circle) in L1 located behind the observer’s reference
follows. After propagating PL1 located in L1 to the position of
L2, apply the silhouette mask M2 of PL2 and backpropagate to
the position of L1 once more. The ground truth GL1 is generated
as follows by linearly combining this result with the result of
backpropagation of PL2 located in L2 to the position of L1:

GL1 =

M∑︂
m=1

N∑︂
n=1

|F1,1
m,n |

2
+

M∑︂
m=1

N∑︂
n=1

|F2,1
m,n |

2, (6)

where F1,1
m,n is the observed field of the (m, n)th point at the L1

plane occluded by the silhouette mask M2. F1,1
m,n is represented by

the observation of the occluded field projected to the L1 plane,
P′, F1,1

m,n = CdFr{P′; d1, fd1 , ρ}, where P′ is expressed as

P′ = ICdFr{CdFr{PL1 (xm, yn); d1, fd2 , ρ} × M2; d1, fd2 }.

The observation of the front object (triangle) is expressed by

F2,1
m,n = CdFr{PL2 (xm, yn); d2, fd1 , ρ}. (7)

The right and left panels of Fig. 2(b) present the ground truth
images of G1 and G2 with varied pupil radii. As the pupil radius

Fig. 3. (a) Principle of edge diffraction in traditional depth-map
CGH and reconstructed image according to the gap ∆z (0.1 m and
0.2 m) between two objects; (b) schematic diagram of silhouette
mask method and reconstructed images according to gap ∆z (0.1 m
and 0.2 m).
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is reduced, the degree of defocus blurring in the observed image
decreases. Actually, those images are the ultimate 3D image
which we want to obtain through holographic display.

However, conventional CGH using a coherent light source
inevitably produces the optical artifacts induced by the

Fig. 4. (a) Example of a Gaussian apodized silhouette mask using
GAF, (b) reconstructed images of depth-map CGH using GAF, and
(c) ground truth with pupil radius 1 mm.

Fig. 5. Reconstructed image of full-color depth-map CGH [RGB-D data type: primary colors of red (633 nm), green (532 nm), and blue
(473 nm)] using (a) traditional depth-map method, (b) silhouette masking method, and (c) GAF method. The image resolution, pixel pitch
of CGH, and maximum depth are set to 1600× 2000, 20 µm× 20 µm, and 0.5 m, respectively. The distances from the CGH plane to the
‘PUZZLE’ plane, the plaster statue and brush plane, and the ‘CRAYON’ plane are 0.23 m, 0.31 m, and 0.39 m, respectively.

diffraction and interference of the light waves. Since the depth-
map CGH calculated by the traditional method sequentially
calculates and synthesizes the image information of each layer
according to a stepwise model, inter-layer diffraction artifacts are
generated around sharp edges of 3D objects (Fig. 3). The edge
diffraction of the object at L1 affects the object at L2 through the
axial distance ∆z.

Figure 3(a) shows that as the gap between two objects
increases, the area affected by edge diffraction broadens and its
intensity appears to increase. The common technique to achieve
an improved occlusion effect is the silhouette masking method,
as illustrated in Fig. 3(b) [9]. The silhouette masking method
prevents noise by blocking the edge diffraction that occurs in
the rear layers. The effectiveness of silhouette masking is shown
in Fig. 3(b). Note that the numerical simulation performed in
Fig. 1 employed silhouette masking.

However, the unnatural defocus effect is still observed on
the edge of the rear object. To improve the similarity of CGH
reconstruction images to the incoherent ground truths, we pro-
pose a method using a gray-scale silhouette mask designed by
convolving a Gaussian apodizing filter (GAF) Gδ to the con-
ventional binary silhouette mask as presented in Fig. 4. The
conventional silhouette mask in Fig. 3(b) is a binary mask,
inducing strong edge-diffraction interference. The tailored edge
of the gray-scale silhouette mask shown in Fig. 4(a) reduces
edge diffraction [Fig. 3(b)]. The GAF tailors the discontinuous
edges to smoothly apodized Gaussian profile edges. The GAF
method proceeds the same way as the conventional depth-map
CGH, except for the application of the Gaussian apodization
filter to the layered images and the binary silhouette mask. Opti-
mal design of the GAF significantly alleviates inter-layer edge
diffraction in the depth-map CGH without losing the natural
accommodation effect.

The GAF method is described as follows. First, calculate F1,2
L1

,
the optical field at the retina plane, which is the observation
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of PL1 with the eye-focus on the L2 plane. The GAF should be
applied to the image information PL1 at this step:

F1,2
L1
= CdFr{Gδ ∗ PL1 ; d1, fd2 , ρ}. (8)

Second, calculate F1,2′
L1

by applying a gray-scale silhouette
mask, Gδ ∗ M2 to F1,2

L1
as

F1,2′
L1

(x2, y2) = (Gδ ∗ M2) × F1,2
L1

. (9)

Finally, the CGH is obtained by linearly combining FL1
1,2′ and

FL2 (the observed image of the object at L2). The application of
the GAF filter to FL2 is adopted and the CGH pattern is expressed
as

CGH = ICdFr{F1,2
L1

′
+ Gδ ∗ FL2 ; d1, fd2 }. (10)

The reconstruction image of the CGH at the retina plane is

Q1(2) = CdFr{CGH; d1(2), f1(2), ρ}. (11)

The CGHs reconstructed using the proposed method are pre-
sented in Fig. 4(b). The distance of the triangle and circle objects
is set to 0.2 m under the same conditions as in Fig. 3. The effect
of the GAF is a reduction of the inter-layer edge-diffraction arti-
fact. This simulation result is comparable to the ground truth
image with a pupil radius of 1 mm [Fig. 4(c)], and we have
obtained a CGH with a more natural accommodation effect supe-
rior to the conventional depth-map CGH [Fig. (3)]. The GAF
suppresses the high-frequency components generating unnatu-
ral edge-diffraction artifacts. It was found that the GAF needs to
be applied to the layered object image light fields as well as the
binary silhouette mask as described above. To further compare
the proposed method and the conventional method, we measure
the deviation of the CGH reconstructions. The deviation is eval-
uated at the region-of-interest (ROI) designating the area around
the layer contour boundaries as represented by

∆ =
∑︂
n=1,2

∫
ROI

√︂
(|GLn | − |Qn |)

2
/|GLn |

2. (12)

The deviation of the traditional method [Fig. 3(a)] from the
ground truth is calculated to be 0.401 and the deviation index
of the silhouette mask method [Fig. 3(b)] to be 0.4008, while

for the proposed GAF method [Fig. 4(b)], the calculated value
is reduced to 0.1702. This means that the GAF transforms the
CGH image closer to the ground truth.

In Fig. 5, the advantages of the proposed method are promi-
nently presented through the reconstructed image of depth-map
CGH with full-color images in the art dataset [10]. In the tra-
ditional depth-map CGH [Fig. 5(a)], the inter-layer diffraction
artifact is observed at the boundary between the adjacent objects.
Although the binary silhouette mask reduces the edge diffrac-
tion artifact slightly [Fig. 5(b)], unnatural noise remains. The
proposed GAF process generates the CGH observation results
shown in Fig. 5(c). This numerical demonstration shows the
GAF method generating a relatively natural and more realis-
tic defocus effect by damping the inter-layer diffraction artifact
around the contour boundary of depth-map objects.
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