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I. INTRODUCTION

Monte Carlo (MC) simulation is a standard approach 
for photon transport simulations in turbid media [1–3]. The 
probabilistic interpretation of the radiative transfer equation 
(RTE), which theoretically describes the photon migration 
process in turbid media, leads to a statistical MC photon 
migration process [4, 5]. In practice, MC-based photon 
migration simulations are commonly used in research on in 
vivo optical measurement and noninvasive biomedical diag-
nosis technology. A typical biomedical application is near-
infrared spectroscopy (NIRS) of the human skin, which is 
used to assess the characteristics of the skin, including wa-
ter content, aging, and thickness. NIRS detects absorption 
bands specific to water, protein, and lipids [6–8], thus it can 
be used to analyze secondary structural changes in a protein 
via the secondary derivatives of NIR spectra [9]. 

In optics, the extraction of valuable information from 

randomly scattered reflected light is a challenge, but the 
technology underpinning NIRS has progressed signifi-
cantly, based primarily on the use of specific computational 
algorithms. The non-contact, non-destructive measurement 
of the human skin requires accurate calibration, signal ex-
traction, and refinement algorithms. From a theoretical per-
spective, the calibration of an NIRS measurement system 
and the analysis of extracted optical spectra are difficult 
due to unpredictable changes in tissue samples and a low 
signal-to-noise ratio [10–12]. A numerical model of target 
skin layers that simulates photon migration has been seen 
as an essential component of effective computational algo-
rithms for near-infrared (NIR) signal extraction.

The MC-based modeling of human skin layers has 
been actively investigated in past research. According to 
a review paper on MC-based approaches [13], various ap-
proaches to MC structural modeling have been developed 
in terms of how a target structure is numerically modeled. 
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For example, the original MC code was for an MC model 
for multi-layered (MCML) tissue that was developed for a 
multilayered medium with spherical, cylindrical, ellipsoi-
dal, or cuboidal objects [14, 15], while tetrahedron-based 
(TIMOS) [16, 17] and mesh-based MC methods [18] have 
also been proposed. 

Specific ray-tracing algorithms have also been devised 
for representation models. Since millions of photons are 
involved in the MC method, the computational efficiency 
of the ray-tracing calculation should be a critical factor 
for practical simulation throughput. In this respect, the 
parallelizable nature of the MC method has been actively 
researched and as a consequence, it was allowed to be 
implemented with parallel process ray-tracing algorithm. It 
can be said that, in practice, the application such as non-de-
structive reflectance measurement of light from the surface 
of the human skin can only be numerically simulated using 
the parallel MC method.

Recently, parallel MC optical photon transport algo-
rithms using graphics processing units (GPUs) have re-
ceived significant research attention. The basic concept 
of parallelism is to divide the photons into smaller photon 
groups and assign each sub-group of photons to a GPU 
core. Alerstein et al. first reported proof-of-concept GPU-
based acceleration of the MC approach in homogenous me-
dia [19], followed by Fang and Boas, who reported the first 
GPU-accelerated MC algorithm to model light transport 
inside a 3D heterogeneous domain and released the open-
source tool Monte Carlo eXtreme (MCX, Massachusetts, 
USA) [20]. Recent research on the parallelized implemen-
tation of MCX [21] has found that specialized load balanc-
ing using techniques such as linear programming should be 
considered for use in heterogeneous computing systems. 
However, a uniform thread workload and vector-wise cod-
ing are necessary to implement the MC process on a homo-
geneous system with the same type of GPU. Most previous 
GPU-based MC photon transport frameworks take just mu-
tual independent migration of individual photons for their 
parallelism. The total photon count is first divided by the 
number of launched threads and distributed to the threads, 
which calculate the assigned photon migration. Although 
these algorithms have been optimized to reduce run-time 
differences between different threads, a single computation 
unit is the entire path of a photon, i.e., the migration path of 
a photon is calculated sequentially.

In this sense, the conventional MC method used in skin 
optics analysis can be considered a semi-parallel algorithm 
due to the serialism of the single photon path computation. 
Although millions of photons are launched into several 
independent computing cores, the issue is that the compu-
tational load required to trace photons with different mean 
free paths is not equal due to scattering by the human skin. 
In the MC approach, the mean free paths of individual pho-
tons are statistically determined using Beer’s law. Photons 
with a longer free path require more calculation time than 
photons with shorter free paths. This means that, when one 

computational core has finished estimating the propagation 
loss of the photons assigned to it, other computational cores 
may still be in operation. In this case, the computation core 
has to wait for the other cores, thus reducing computational 
efficiency in the vector-wise coding of a multicore GPU 
platform. This layoff-induced inefficiency represents a sig-
nificant burden in 3D MC simulation. It is obvious that the 
inefficiency is a practical hindrance to the application of 3D 
MC simulation for the NIR signal analysis of human skin. 

In this paper, the algorithmic bottleneck caused by the 
conventional load-balancing strategy of MC photon migra-
tion algorithms is addressed, and a new path-partition load 
balancing scheme is proposed that parallelizes the photon 
path tracing process in order to resolve the inefficiency of 
the serialized component of the current photon migration 
process. We modify the open simulation C code mcxyz.c 
from the Oregon medical laser center (OMLC) by Steven 
Jacques, Ting Li, and Scott Prahl, which was originally 
designed [3] as a general 3D MC code for use in GPU pro-
gramming in MATLAB (Mathworks, MA, USA). Full 3D 
MC optical photon migration simulations based on the pro-
posed algorithm are implemented on a multi-GPU machine. 
The practical application of the proposed method for the 
non-destructive NIR reflectance measurement of light from 
the human skin demonstrates improved algorithm perfor-
mance when compared to conventional MC simulations.

II. SEMI-PARALLELISM IN MONTE CARLO 
PHOTON MIGRATION SIMULATIONS

A basic simulation skin model is presented in Fig. 1(a), 
consisting of epidermis and dermis layers. The thickness 
of the epidermis and dermis is set to 60 μm and 84 μm, 
respectively. In the simulation, the collimated beam il-
luminates the skin surface normally. The paths of the non-
scattered photon that are parallel to the illumination light 
direction are indicated by the red lines and an optical power 
detector is placed just above the epidermis layer, 60 μm 
from the illuminating light source. The computational vol-
ume is discretized in the form of a regular hexahedron bin 
grid, with a bin size of ΔV = ΔxΔyΔz. In Fig. 1, the total 
number of bins in the computational volume is set to 200 × 
200 × 200. The optical flux distribution and the migration 
paths of the photons that are selectively captured by the de-
tector are visualized in 1(b) and 1(c) respectively. The eight 
steps of the basic MC photon migration algorithm are ex-
plained in [2]. The first step is the determination of the step 
size of a photon, which is the straight propagation length of 
a photon without any directional deviation. It is probabilis-
tically determined according to Beer’s law with e−μ ts, which 
is described by the probabilistic model [2]: 

� �

�� � ts ξ μ= − ��� �� ��������������������� � �� ����

� �

, (1)

where s and ξ  are the step size and a random variable uni-
formly distributed between 0 and 1, respectively, μ t is the 
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total attenuation coefficient given by 1 / μ t = 1 / (μ s + μ a), 
and μ s and μ a are the scattering and the absorption coef-
ficients, respectively. A photon at (x, y, z) moves distance 
along with the unit direction vector (μ x, μ y, μ z) to new coor-
dinates (x′, y′, z′) given by

� �

( ) ( )� � � �x y zx y z x s y s z sμ μ μ′ ′ ′ = + + + ��������������������������������������������������

� �

. (2)

The algorithm accounts for the intermediate bins that the 
photon meets on the way to the destination (x′, y′, z′) from 
its initial position (x, y, z). Along the path, the photon gets 
losing optical power and, that is in turn absorbed at each 
bin. Usually, dozens of regular hexahedron bins are located 
on the straight path s. The initial power of a photon (for 

convenience, the term ‘photon’ is used to represent photon 
bundles that can have a continuous range of power values) 
entering a bin is assumed to be W; the energy absorbed by 
the bin (i.e., that lost by the photon) and that retained by the 
photon are represented, respectively, by

� �

( )( )��� � ��� aP W sμ= − − Δ ��� � � � �����

� �

, (3)

� �

( )���s aW W sμΔ = − Δ �� � � � � ����

� �

, (4)

where Δs is the differential step taken by the photon in a 
single bin. If the photon does not meet the boundaries of the 
entire computational volume, the photon will spin or deflect 
at (x′, y′, z′) to move in a new direction (μ ′x, μ ′y, μ ′z) accord-

(a)

(b) (c)

FIG. 1. Monte Carlo (MC) simulation results: (a) simulation skin model (x-z plane), (b) 3D visualization of photon migration 
simulation result inside the skin layer and simulated bin size is 200 by 200 by 200, and (c) selected migration paths simulation result 
of the photons detected by the detector at the epidermis layer.
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ing to the isotropic coefficient g parameterizing the Heny-
ey-Greenstein phase function 

� �

( ) ( ) ( )( )���� �� � � � � ���p g g gθ π θ= − + − ��

( )� �x y z �

( ) ( )( )�
x x y y z z

t MNP
V

′ ′ ′− − −
≤ ≤ =

Δ
�

�

 
[2, 12]. The deflected photon continues to travel along the 
new direction (μ ′x, μ ′y, μ ′z) for a new step size s′ to reach 
the new position (x′′, y′′, z′′). In Fig. 2, the practical setups 
commonly used in the non-destructive optical reflectance 
measurement of the human skin are modeled and their 
3D MC simulation results are presented. Human skin can 
have a variety of shapes because it can be easily deformed. 
Therefore, we simulated three types of skin deformation 
shapes; reflection model, transflective model and transmis-
sion model. Reflection model measures reflected photons in 

the absence of skin deformation and are shown in Fig. 2(a). 
The transflective model measures transmitted and reflected 
photons when pulling on thick skin and is shown in Fig. 
2(b). Also, the transmission model measures the photons 
that penetrate the skin when the skin is pulled and can be 
seen in Fig. 2(c).

The key to computational efficiency is optimizing the 
processing of single straight free paths, which are the stan-
dard computational unit of conventional MC simulation. 
Let us consider the calculation for a single straight line us-
ing Eqs. (3) and (4). A photon traveling along a straight line 
of step size s is presented in Fig. 3. The path is assumed 

(a)

(b)

(c)

FIG. 2. Monte Carlo (MC) analysis of photon migration within the human skin for various geometric reflectance measurement 
models: (a) reflection model, (b) transflective model, and (c) transmission model. Each skin model simulated 50,000 photons 
at a 1000-nm wavelength. The number of bins is 200 × 200 × 200, with the bin sizes set to 0.005 cm, 0.015 cm, and 0.0025 cm, 
respectively.
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to cross six bins, so the step size s is divided into six sub-
steps, Δs1, Δs2, ..., Δs6. In this process, the absorbance is 
stored in each bin through which the photon passes. This 
process of the bin absorption and the effect on photon pow-
er are described, respectively, by the sequence equations:

� �

( )( )���� � ���
nn a nnP W sμ= × − − ×Δ ����� � � ����

� �

, (5)

� �

( )� ���
nn n a nW W sμ+ = × − ×Δ �� � � � ����

� �

, (6)

where Wn and μ a,n are the weight of the photon and the 
absorption coefficient at the nth bin on the straight line, re-
spectively.

Given the initial and destination points, the bins on the 
straight photon path are sequentially calculated using direct 
photon tracing in conventional MC simulations because, 
in general, each bin has different physical parameters [Fig. 
3(a)]. Without numerical ray tracing, we cannot predict 
which bin would be the next that needs to be accounted 
for. Unfortunately, ray tracing is a sequential process. For 

instance, assume that n photons travel a line-graph route 
with two spins and three straight subpaths, then the num-
ber of bins on each subpath is probabilistically determined 
as shown in Fig. 3. In simple serial computation scheme, 
n repetitive computations of n photon migrations can be 
sequentially performed [Fig. 3(b)]. This sequential calcula-
tion can be reorganized as a conventional parallel computa-
tion scheme so that n simultaneous calculations of photon 
migration are performed on several multi-thread cores as 
represented in Fig. 3(c). A computational bottleneck can 
clearly be identified. In this multi-thread parallel algorithm, 
sub-groups of photons are launched, and cores that quickly 
complete calculations for their photon sub-group will lay 
idle until the other cores are finished. This non-uniform 
layoff due to the non-uniform free-path distribution is rep-
resented by the white area in Fig. 3(c). This inefficiency 
cannot be addressed if the single straight photon tracing is 
not atomically decomposed. In practice, the issue becomes 
more serious when the MC algorithm is transformed into a 
GPU-compatible parallel algorithm because the GPU cores 

(a)

(c) (b)

FIG. 3. Schematics of (a) single free path calculation using the conventional GPU-based MC method, (b) serial computation using 
the conventional MC method, and (c) photon number-partition load balancing of n photons in the conventional GPU-based parallel 
MC method.
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need to be synchronously operated in each step of the step-
wise calculation of photon migration due to the vector-wise 
coding mechanism. For instance, in MATLAB GPU pro-
gramming, photon migration cannot be processed by a GPU 
core independently and asynchronously to the other GPU 
that calculates other photon, every step in the migration of 
all photons, in which a single step means the ray-tracing of 
a single spin-to-spin linear subpath, should proceed syn-
chronously. Our experiments revealed that this issue is the 
main obstacle to improving GPU-compatible performance 
using simply parallelized MC simulations based on photon-
number partition load balancing.

III. FULL PARALLELIZATION OF 
MONTE CARLO PHOTON MIGRATION 

SIMULATIONS

In human skin simulations, the reflectance and transmis-

sion spectra are measured for hundreds of wavelengths. In 
general, computation time is linearly proportional to the 
number of photons, and hundreds of millions of photons 
are necessary for reliable simulation results. Spectra calcu-
lations using the MC method are thus a significant compu-
tational problem, and hundreds of cores may be needed to 
numerically analyze the spectroscopic characteristics of the 
human skin. As a result, improving the MC method using 
a new load-balancing strategy that overcomes the inher-
ent limitations of photon-number partition load balancing 
is required. In this view, we devised a method of parallel-
izing the single path of a photon. A key component of this 
approach is the simultaneous determination of all the bins 
crossed by the photon on its finite path of step size s. We 
can obtain the coordinates of the bins on the path of the 
photon from (x, y, z) to (x′, y′, z′) using the following bin-
counting formula:

� �

( ) ( )( ) ( )( ) ( )( )
( )( )( )

� � � � � � �

��������������������������������������������������������������������������������������� �

t y z t z x t x yx x x y y z z
y y z z z z x x x x y y

x x y y z z
t

V

� �� � � � � �Δ Δ Δ Δ Δ Δ′ ′ ′ = + Δ + Δ + Δ� �� � � � � �� �′ ′ ′ ′ ′ ′− − − − − −� � � � � �� � � � � �� �
′ ′ ′− − −

≤ ≤
Δ

�
� �
� �
� �

�� ����

� �

(7)

where ΔV is the bin volume ΔxΔyΔz, t is all the integer be-
tween 0 and (x′ − x)(y′ − y)(z′ − z) / ΔV, and [a] is the floor 
integer of a real number a. Because absorption coefficients 
μ a, scattering coefficients μ s and isotropic coefficients g of 
all the bins obtained by Eq. (7) are given by the skin model, 
the absorption in each bin and the power of the photon can 
be calculated at the same time in a parallel manner. The 
photon power in the nth bin is calculated using the formula 

� �

( )( )
( )

( )

� � � � �

� � � �

� �� � �� � �� � � � �

� ���

���� ���

���� ��� �

n n n a n n

n a n n

a a a a n n

W W W s

W s

W s s s s

μ

μ

μ μ μ μ

− − − −

− − −

− −

= − − − × Δ

= × − × Δ

� �= − × Δ + × Δ + × Δ + + × Δ� ��

��� � �����

� �

,
(8)

where n and Δsn are the bin index on the path of the photon 
and the propagation length within the bin, respectively. 
Equation (8) is no longer a sequence equation but is an ex-
plicit solution of the sequence Eq. (6) which can be distrib-
uted to multiple cores for parallel computation. The absorp-
tion by each bin is calculated using

� �

���� �n n nP W W −= − ��� � � � � ������

� �

. (9)

In the conventional MC algorithm, Eqs. (5) and (6) are 
processed serially because the coordinates of the bins on 
the photon path are identified using ray tracing, while, in 

the proposed method, the coordinates of the bins are calcu-
lated using Eq. (7). Equations (8) and (9) are considered to 
be the explicit solutions for Eqs. (6) and (5), respectively. 
This parallel computation scenario is schematically illus-
trated in Fig. 4(a) with the depiction of computational load 
in Fig. 4(b). The above formula is employed in GPU pro-
cessors as a form of path-partition load balancing. With the 
proposed algorithm, the calculation of the photons can be 
partitioned based on the bins, not the entire photon path. In 
this way, the total bin-based computation load can be easily 
distributed to GPU cores in a uniform and compact man-
ner [Fig. 4(b)]. For the first step movement of the photons, 
all of the bin calculations in the volume can be collectively 
distributed to the involved GPU cores. For longer paths, 
more GPU cores are assigned to complete the calculation. 
The GPU cores, the number of which is proportional to the 
free path length of the photons, are allocated adaptively. 
Consequently, this path-partitioning load balancing strategy 
minimizes the idle time, as shown in the right panel of Fig. 
4(b).

In proof-of-concept analysis, we found that this form of 
path-partition load balancing is appropriate for the vector-
wise coding of a MATLAB 2016b multi-GPU platform. 
The initial version of the proposed MC algorithm was im-
plemented on a Clic80000 GPU server with eight NVIDIA 
GeForce TITAN GPUs (CoCoLinK, Seoul, South Korea). 
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We compared the proposed path-partitioning load-balanc-
ing strategy with conventional photon number-partition 
load balancing in MC photon migration simulations of the 
human skin. In this experiment, the computation time for 
a different number of photons was estimated. Figure 5(a) 
presents the target human skin structure, which is com-
posed of an epidermis, dermis, and embedded veins. We set 
the computational grid resolution at 200 × 200 × 200. The 
size of each grid was 0.0005 cm and the total simulation 
size was 100 μm × 100 μm × 100 μm. A finite Gaussian 
beam of wavelength 1000 nm illuminated the spot above 
the blood vessels. The simulation parameters of this struc-
ture were as follows: μ a = 16.6 cm−1, μ s = 375.9 cm−1 and g 
= 0.9 in the epidermis layer, μ a = 0.46 cm−1, μ s = 356.5 cm−1 
and g = 0.9 in the dermis layer, and μ a = 230.5 cm−1, μ s = 94 
cm−1 and g = 0.9 in the blood vessels. Cross-section images 
of the optical flux distributions obtained with conventional 
photon number-partition load balancing and path-partition-
ing load balancing and their respective calculation times 

are compared in Fig. 3(b), with the computation time for 
the conventional and proposed methods for photon num-
bers from 100 to 300,000 denoted by the green and blue, 
respectively. The simulation results for the two strategies 
exhibited similar light flux patterns and densities for the 
same number of photons, but the difference in computation 
time widened with an increase in the number of photons. 
The computation time for the conventional method was ap-
proximately 22 min for 300,000 photons. In NIR glucose 
spectrum analysis, reflectance spectra ranging from 1000 
nm to 2500 nm are measured. In this context, sampling 
intervals of 1 nm or finer are necessary to determine the 
reflection spectra within a skin sample. If 1500 samples are 
required within that NIR range, the total computation time 
would be about 22 days. Even with the use of a multiple-
GPU system, this calculation time is not feasible for practi-
cal applications. 

In comparison, the simulation results for the proposed al-
gorithm on the same multiple-GPU system are displayed in 

(a)

(b)

FIG. 4. Schematics of (a) the single free path calculation in the proposed GPU-based MC method and (b) the photon path-partition 
load balancing of n photons in the proposed GPU-based parallel MC method.



Current Optics and Photonics, Vol. 5, No. 6, December 2021624

Fig. 5(c). In the experiment, the computation time increases 
linearly by photon number between 100 and 300,000 except 
for the initial nonlinear increase at the photon number less 
than about 100. For 300,000 photons, the proposed GPU 
calculation method was four times faster than the conven-
tional method, even though our code was not completely 
optimized. It is expected that this increase in calculation 
speed will be maintained in MC simulations with a larger 
number of photons. In addition, the optimization of our ini-
tial code in MATLAB may enhance overall performance.

IV. CONCLUSION

In conclusion, we have developed a parallel MC algo-

rithm with path-partition load balancing for vector-wise 
GPU coding. A computational bottleneck in the convention-
al MC algorithm when calculating free path migration was 
identified and a simple path-partitioning parallel algorithm 
was proposed. Consequently, the computational efficiency 
of the proposed MATLAB GPU computing system dem-
onstrated a four-fold improvement over the conventional 
system, validating the proposed algorithm. Although the 
GPU-based MC simulator requires further improvement in 
terms of code optimization, it is believed that the proposed 
MC algorithm will be useful for practical applications in 
the development of human healthcare technology.

(a)

(b)(c)

FIG. 5. Monte Carlo (MC) simulation results: (a) simulation skin model, (b) the change and saturation of the photon flux 
distributions with an increasing number of photons, and (c) a comparison of computation times for conventional photon number-
partition load balancing and the proposed photon path-partition load-balancing algorithms.
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APPENDIX

I. Derivation of Eq. (7), Bin-counting Formula

When the initial position and the destination position 
of a ray are (x, y, z) and (x′, y′, z′) = (x + ΔxM, y + ΔyN, z + 
ΔzP), a point on the ray between the initial point and the 
destination, 

� �

( ) ( ) ( )( )���� �� � � � � ���p g g gθ π θ= − + − ��

( )� �x y z �

( ) ( )( )�
x x y y z z

t MNP
V

′ ′ ′− − −
≤ ≤ =

Δ
�

�

, are obtained by

� ��

( ) ( ) ( )
( ) ( )
� � � � � �

� � � � �

x y z x y z t xM yN zP

x y z xt M yt N zt P

′= + Δ Δ Δ
′ ′ ′= + Δ Δ Δ

� ��� � �����

� �

(A1)

In counting all passed bins, we should acquire all integer 
pairs of (t′M, t′N, t′P). Finding the bins on the ray is equiva-
lent to determining the integer pair of (t′M, t′N, t′P). The 
integer pair is represented, by using the floor function, as 
([t′M], [t′N], [t′P]). The range of (t′M, t′N, t′P) is constraint 
to 

� ��

� ���
� �� ��� �
� ��

t M M
t N N t NMP MNP
t N P

′≤ ≤
′ ′≤ ≤ ⇔ ≤ ≤
′≤ ≤

� � � � �����

� �

. (A2)

Let tMNP = t′, then t′M, t′N, t′P are obtained by 

� ��

� � � �t tt M t N
NP MP

′ ′= = ���� tt P
MN

′ = �� � � ��������

� �

. (A3)

Substituting Eq. (A3) into Eq. (A1) and using the floor 
function, we have the bin counting formula indicating the 
coordinate of the bins on the ray as

� ��

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )( )

� � � � � �

��������������� � � � � �

t t tx y z x y z x y z
NP MP MN

t y z t z x t x yx y z x y z
y y z z z z x x x x y y

� �� � � � � �= + Δ Δ Δ� �� � � � � �� � � � � �� �
� �� � � � � �Δ Δ Δ Δ Δ Δ+ Δ Δ Δ� �� � � � � �� �′ ′ ′ ′ ′ ′− − − − − −� � � � � �� �

� ����� �

�

,
(A4)

where 

� �

( ) ( ) ( )( )���� �� � � � � ���p g g gθ π θ= − + − ��

( )� �x y z �

( ) ( )( )�
x x y y z z

t MNP
V

′ ′ ′− − −
≤ ≤ =

Δ
�

�

, and M = (x′ − x) / Δx, N 
= (y′ − y) / Δy, and P = (z′ − z) / Δz.
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