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We propose a high-speed layer-based algorithm for synthesizing computer-generated holograms 
(CGHs), featuring sparsity-based image segmentation and computational parallelism. The sparsity-based 
image segmentation of layer-based three-dimensional scenes leads to considerable improvement in the 
efficiency of CGH computation. The efficiency enhancement of the proposed algorithm is ascribed to 
the field localization of the fast Fourier transform (FFT), and the consequent reduction of FFT computa-
tional complexity.
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I. INTRODUCTION

In recent years, finding fast algorithms for creating com-
puter-generated holograms (CGHs) has been a central issue 
in the development of holographic three-dimensional (3D) 
display technology. A variety of algorithms have emerged 
to address the practical issues of CGH computation, such 
as computational efficiency, holographic-image quality, and 
object-modeling methods [1, 2]. The main CGH algorithms 
can be categorized according to method as point-cloud [3], 
layer-based (depth-map) [4, 5], light-field [6], polygon [7, 8], 
and wave-recording plane CGH synthesis methods and their 
variations [9]. Of these algorithms, the layer-based CGH 
synthesis method is considered to have attained sufficient 
CGH image quality and computational efficiency for practi-
cal application. Its efficiency is achieved by the approxi-
mation made when modeling a layer 3D scene, as shown 
in Fig. 1. Figures 1(a) and 1(b) present a color-depth-map 
image featuring 256 depth levels. Each depth layer contains 
sparsely sliced image information. For example, Fig. 1(c) 
shows the slice of the image at the 200th depth plane. It can 
be seen that the range occupied by nonzero data in a single 

depth plane is quite sparse. This sparsity means that the 
majority of the depth plane is zero-valued, and only a com-
paratively small part of the depth plane is nonzero-valued. 
Therefore, it is possible to reduce the computational area by 
allocating the region of interest (ROI) as shown in Fig. 1(d).

The depth-layer model allows us to use the fast Fourier 
transform (FFT) between the depth plane and the spatial 
light modulator (SLM). The full-size 3D scene projection 
image is divided and distributed into different depth layers, 
as seen in Fig. 1(e). To construct the single full-size com-
plex CGH pattern, all slices of a 3D scene should be back-
propagated into the SLM plane. The conventional calcula-
tion scheme for layer-based CGH is schematically depicted 
in Fig. 1(e), including the eye of the viewer, and consisting 
of an eye-lens plane, a retinal plane, and an SLM plane.

The image of a depth layer Lm is given in the retina 
plane with the eye’s focus adjusted to the layer in the object 
space, and the image field of the retina plane backwardly 
transformed to the SLM plane forming a partial CGH, 
which is referred to as the mth partial component of the to-
tal CGH pattern. This process is referred to as the inverse 
cascaded Fresnel transform (ICdFr) [5], and the layered 3D 
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FIG. 1. Scheme of a layer-based creating computer-generated holograms (CGH): (a) original intensity data, (b) depth-information data, 
(c) data of the 200th depth layer, (d) region of interest (ROI) of the 200th depth layer, and (e) conventional CGH calculation method. 
The CGH size is set to 4096 × 4096 with the sampling interval ∆x = ∆y = 58.05 μm, 256 depth levels, and partition number 32 × 32.

        (b)      (a)

                                             (e)

     (c)       (d)



Current Optics and Photonics, Vol. 5, No. 6, December 2021674

scene in the free space is represented by the cumulatively 
superposed CGH pattern. Computationally, the FFT is used 
twice in the ICdFr: first in the transform from the retina 
plane (x2, y2) to the eye-lens plane (u, v), and second in the 
transform from the eye-lens plane to the SLM plane (x1, y1) 
(See Appendix). The conventional ICdFr algorithm is inef-
ficient, since a full-resolution ICdFr should be carried out 
at each depth layer. Regardless of the sparsity of the depth 
image, the application of ICdFr (which applies to every 
depth layer) via double full-resolution FFTs can be inef-
ficient. The sparsity of the layered 3D scene was noted in a 
few previous works. In refs. [10–13], the subsparse 2D-FFT 
algorithm was designed to exclude zero columns and zero 
rows in the FFT computation, to speed up the conversion of 
the layered 3D image to CGH by exploiting the areal spar-
sity in the layered model of a 3D scene. This method was 
limited, however, in that it could only partially squeeze the 
zero-valued dummy area in the 2D FFT form. In this paper, 
we propose a sparsity-driven field-localization-based fast 
algorithm for layered CGHs, featuring full-squeezing of 
zero values and parallelization of local FFTs.

II. SPARSE-FIELD-LOCALIZATION METHOD

A larger localized region that covers the nonzero-valued 
region of the layer is specified, and referred to as the region 
of interest (ROI) [Fig. 1(d)]. The whole area is partitioned 
into 32 × 32 local partition areas, and the local region cov-
ering the specific depth image forms the ROI mask. Figure 
2(a) schematically presents the main idea of the proposed 
field-localization concept. Considering a localized piece 
of image at the layer Lm [Fig. 1(d) and Fig. 2(a)], the ROI 
indicated by the solid rectangle is set to cover the nonzero-
valued area in the depth plane Lm. This corresponds to a 
localized area in the retina plane, as illustrated in Fig. 2(a). 
The expectation is that the local rectangular ROI at depth 
plane Lm can be transformed to the corresponding local part 
in the SLM plane, and that the reduced-size ICdFr can be 
used for this purpose. For instance, the computational do-
main of resolution M × N is divided into m × n rectangular 
pieces of resolution (M / m) × (N / n). In the conventional 
computation scheme [Fig. 1(e)], the 2D-FFT calculation 
processes the M × N image as a whole. However, the pro-
posed method [Fig. 2(b)] divides the total resolution by 
m × n, and then performs the 2D-FFT calculation on each 
piece. Performing this fragmentation generates a significant 
gain in terms of the operational complexity of the 2D-FFT 
calculation. Generally, when a 2D-FFT calculation is per-
formed on an image with a resolution of M × N, the com-
putational complexity is O[2MN log(MN)]. However, if the 
field-localization method is used to divide the image of M 
× N resolution into m × n pieces, the complexity becomes 
O[2MN (log(MN) − log(mn))].

In addition, the proposed method is able to squeeze the 
zero-valued dummy region maximally, and thereby op-
timize CGH-calculation performance. Let us denote the 

total number of local subpatches as wH, which is obviously 
smaller than m ∙ n ∙ H. Let the set of ROI be then defined by
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When the hth depth is empty, meaning that Rh = {Iwh−1+1, ..., 
Iwh

} = φ , then we can set wh−1 = wh. Thus the localized empty 
segments that do not require calculation can be filtered. As 
a result, the calculation of the black area that occupies most 
of Fig. 1(d) can be skipped, greatly reducing the computa-
tion required.

The field-localized-based CGH synthesis method can be 
described as follows: Q(x2, y2) of the retina plane and P(x1, 
y1) of the SLM plane have a mathematical relationship, rep-
resented by
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where CdFr is a cascaded Fresnel transform, F is the focal 
length of the projection lens, deye is the distance between the 
eye-lens plane and the retina plane, feye is the focal length 
of the eye lens, and p is the pupil size. The relationship 
between one piece Q′(x2, y2), P′(x1, y1) and the entire im-
age Q(x2, y2), P(x1, y1), which is fragmented by the field-
localization method, can be expressed as
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where k and l are the segmentation numbers of the x- and y-
axis directions respectively. 

The centers of the local patches at the x1, y1 and x2, y2 
planes are related by 
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. A piece Q′(x2, y2) 
of the retina plane and a piece P′(x1, y1) of the SLM plane 
are likewise expressed as
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The partition number m × n is a crucial parameter, and 
its value should be optimized for parallel acceleration. 
Figure 3 shows a comparison of the CGH formed with dif-
ferent partition numbers, 8 × 8 and 32 × 32, based on the 
observed images in the retina plane. In the images in Figs. 
3(a) and 3(b), crossed-grid patterns of line defects are ap-
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parent. Such a defect pattern is caused by the cut-off effect 
of the edge diffraction of each rectangular partition, and 
occurs regardless of the partition number, which means the 
necessary edge-diffraction field is not accounted for by the 
simple partitioning scheme presented in Fig. 2(a). 

This defect problem can be resolved by surrounding the 
corresponding subsection in the retina plane with a rectan-
gular zero-padding region, as shown in Figs. 2(b) and 2(c). 

Figure 4 presents a comparison of the 32 × 32-partitioned 
CGH without and with the zero-padding region, by obser-
vation in the retina plane. In Figs. 4(a) and 4(b), the sub-
CGH images without and with the zero padding are com-
pared, to clarify the effect of the zero-padding region. 

Let Sm,min be the size of a local patch with zero padding. 
The range of the ROI should be expanded to account for 
edge diffraction, which is affected by the distance between 

FIG. 2. The proposed creating computer-generated holograms (CGHs) calculation scheme: (a) schematics of the proposed field-
localization-based CGH synthesis method, (b) CGH calculation process, and (c) zero-padding and stamping techniques.

(a)

(b)

(c)

Stamping
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the SLM and the depth plane. Therefore, the required size 
of zero padding varies, depending on the distance of the 
depth plane. The required ROI size can be derived from the 
Nyquist sampling criteria for the instantaneous spatial fre-
quency as

��
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where Sm is the local patch size at the CGH plane, and 
η  and umax are η  = reye  / umax and umax = λd1 / (2∆x1) re-
spectively. In Fig. 2(a) the focal length of the eye feye 
is tuned to the layer dm, so the wavefront of the opti-
cal field just after passing the eye lens is represented by 
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 [5, 8]. Let ωsig,max 

be the maximum bandwidth of the CGH signal field; then 
the Nyquist sampling criteria for instantaneous spatial fre-
quency is given by
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By substituting umax = λd1 / (2∆x1) into Eq. (10), Eq. (9) 
can be obtained. However, in practice the appropriate zero-
padding size that removes the crossed-grid line defect can 
be determined by simulation-based adjustment.

The sub-CGH pattern is perfectly expressed on the 
extended subregion in the CGH plane, and the total accu-
mulation of the sub-CGH pattern is equivalent to the con-
ventional CGH pattern, as presented in Fig. 4(b). Simply 

FIG. 3. Observation images for different partition numbers: (a) 8 × 8 field-localization result, and (b) 32 × 32 field-localization 
result. Here the parameters of the simulation are given as the resolution = 4096 × 4096, pixel pitch = 58.05 μm, depth level = 8, d1 = 
F = 2.4 m, d2 = 25 mm, and max distance = 1.5 m.

         (a)

         (b)
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changing the zero padding reveals that the quality of the 
resulting CGH image gradually improves with zero-pad-
ding thickness. In fact, under the given conditions, differ-
ences between the resultant image and one produced by the 
conventional method are hard to find when using a zero-
padding size of more than 70 pixels. The CGH image with 
70-pixel zero padding is shown in Fig. 4(c).

III. SIMULATION RESULTS

Figure 5 simulates the observation results of CGH by the 
conventional method and the proposed method. The results 
were observed by simulation of CGH generated at depth 
256, focusing on depth 0 and depth 245. It has focus on the 

“KU” word in the background, where the depth is 0, and on 
the front light of the car, where the depth is 245. Visually 
comparing Fig. 5(a), 5(c) and Fig. 5(b), 5(d), almost same 
results are acquired. However, the calculation times for the 
two methods are significantly different. 

Figure 6 compares the computation time of CGHs by the 
depth-layer numbers, using the conventional and proposed 
methods under the same geometric conditions. The 3D 
model object is a car, as shown in Fig. 5. The calculation 
times differ significantly, even at eight depth levels: The 
first global-calculation time is 22.7158 seconds while the lo-
cal-calculation time is 2.1167 seconds, so the latter compu-
tational efficiency is about 10 times as good, under the test 
conditions. The difference in computation times diverges 

  (a)        (b)

         (c)

FIG. 4. Observation of the zero-padding effect on the creating computer-generated holograms (CGHs) image: (a) sub-CGH pattern 
without zeropadding at the 200th depth layer, (b) sub-CGH pattern with zero padding at the same layer, and (c) CGH image observed 
at the retina plane with a zero-padding size of 70 pixels. The simulation parameters are set as the resolution = 4096 ×4096, pixel 
pitch = 58.05 μm, depth level = 256, partition number = 32 × 32, d1 = F = 2.4 m, d2 = 25 mm, and max distance = 1.5 m.
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further as the depth level of the 3D scene increases. Figure 
6(b) shows a linear increase in calculation time with depth 
level, while Fig. 6(a) shows that the computation time does 

not increase considerably with depth level. This is because 
the computation applied to the set of ROI of Eq. (1) does 
not significantly increase with depth level, meaning that the 

(a) (b)

(c) (d)

FIG. 5. Full-color creating computer-generated holograms (CGHs) observation results focused on (a) depth of 0 and (b) depth of 245 
for the conventional method, and (c) depth of 0 and (d) depth of 245 for the proposed method. The parameters of the simulation are the 
resolution = 4096, pixel pitch = 25 μm, partition number = 32 × 32, d1 = 2.4 m, d2 = 25 mm, max distance = 1.5 m, and depth level = 256.

FIG. 6. Calculation time for (a) the local algorithm and (b) the global algorithm, by depth level. The parameters of the simulation are the 
resolution = 4096 × 4096, pixel pitch = 25 μm, partition number = 32 × 32, d1 = 2.4 m, d2 = 25 mm, max distance = 1.5 m, and depth level = 256.

       (a)        (b)
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enhancement in computational efficiency increases with 
models of higher depth level. In Fig. 6, the rate of change of 
computation time with depth level suddenly shifts at a depth 
level of about 128. This occurs sometimes when the 3D 
model can be approximated less by the axially nonuniform 
multi-levels than by the axially regular uniform depth levels. 
Proper representation of the 3D model requires an optimal 
depth level, and even axially nonuniform model layering. In 
this example simulation, we find that the 3D model requires 
a depth level of 128 when we use uniform model layering.

The proposed field-localization algorithm is advanta-
geous for parallel computation, because divided multiple 
ROI fields can be calculated parallelly in each depth layer, 
as shown in Eq. (2). This complexity reduction greatly im-
proves the efficiency of CGH computation. On the other 
hand, the conventional method can perform parallel opera-
tions only in units of depth layers, so there is a limit to the 
efficiency of parallel computation.

IV. CONCLUSION

In conclusion, we have proposed a fast layer-based CGH 
algorithm that enables efficient parallel computation. The 
design elements of the fast layer-based CGH algorithm to 
ensure CGH quality equivalent to that of the conventional 
algorithm were presented, and the results were compared 
and analyzed by simulation.

APPENDIX

1. Representations of CdFR and ICdFR
The generalized cascaded Fresnel transform (CdFr) is 

represented by (see Fig. 1(e))
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The inverse generalized cascaded Fresnel transform 
(ICdFr) is represented by 
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